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Preface

The World Wide Web (Web for short) provides numerous far reaching services
and there is no doubt about the relevance of the Web in our daily activities
at home and at work. It has become an information source of unquestionable
importance and popularity. The challenge for research and technology is the
enormous size and, for the most part, the lack of a well-defined structure, preci-
sion and diversity. Consequently, mastering and effective exploration of the web
environment needs new ideas, adaptation of known methods and application
of sophisticated and robust implementations. Among new research directions
present in relation to Web applications, a remarkable place is occupied by intel-
ligent methods defining the topic of soft computing.

The ”Atlantic Web Intelligence Conferences” (AWIC) are conceived as a fo-
rum for the exchange of ideas and recently verified practical solutions in this
new and exciting field. The Conference arose as an activity of the WIC-Poland
and the WIC-Spain Research Centres, both belonging to the Web Intelligence
Consortium - WIC (http://wi-consortium.org/). So far three AWIC conferences
have been held: in Madrid, Spain (2003), in Cancun, Mexico (2004), in �Lódź,
Poland (2005), and in Beer-Sheva, Israel (2006).

Authors of papers contribute to diverse fields of the Web: application of arti-
ficial intelligence, design, information retrieval and interpretation, user profiling,
security, engineering, etc. It presents a view on the subject matter which is wider
and more complete. The contributions included in this volume were carefully se-
lected by the reviewers. We estimate all the submitted works at their proper
value and regret that not all of them can be included. The book starts with
material submitted by keynote speakers and is followed by conference papers
arranged in alphabetical order according to the name of the first Author.

We acknowledge the effort of the keynote speakers and we thank them for the
preparation of plenary presentations. They are Professors: Ryszard Tadeusiewicz
(AGH University of Science and Technology, Krakow, Poland), Jiming Liu (Hong
Kong Baptist University and University of Windsor, Canada), and Ning Zhong
(Maebashi Institute of Technology, Japan) - President of WIC. We are indebted
to the reviewers for their reliability and hard work under considerable pressure.



VI Preface

Grateful appreciation is expressed to the team organizing the 5th Atlantic Web
Intelligence Conference in 2007. Particular thanks are also given to Professor
Janusz Kacprzyk, Editor of the Series publishing this book and for the Springer
team for its practical and friendly help. The technical cooperation of the IEEE
Computational Intelligence Society, is highly appreciated. We would like to
extend our thanks to all involved not directly mentioned by name.

Our hope is that every reader will find in this many motivating ideas volume.

Fontainebleau, France Katarzyna W ↪egrzyn-Wolska
June, 2007 Piotr S. Szczepaniak
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Óscar Marbán Facultad de Informática. UPM Spain
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Daphné Blanc, Euromed Marseille, France
Lamine Bougueroua, ESIGETEL, France
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Intelligent Web Mining for Semantically
Adequate Images

Ryszard Tadeusiewicz

AGH University of Science and Technology,
30 Mickiewicza Av.,
30-059 Krakow, Poland
rtad@agh.edu.pl
http://www.agh.edu.pl/english/tad/

Summary. Web mining is good established technology when we must search data
in the form of plain text. For this common purpose many well designed algorithms
an technologies (like ontologies) has been developed and adopted. Other situation is
when the most important information, which must be searched and retrieved from
multimedial databases, is presented in the form of digital image. Meanwhile we observe
more and more important information which is obtained, collected, stored and retrieved
in form of the many kind of images. Moreover the information is represented not only by
the form of objects presented on the image, but also can be hidden in complex form in
relations between objects. Therefore for achieve successful web mining for semantically
adequate images we must have tools suitable for automatic understanding of image
merit content. In the paper we describe the new method of automatic understanding
of the images, proved in the medical images practice and ready for use for other kind
of images.

Keywords: Web mining, Multimedia, Semantics of the images, Automatic
understanding.

1 Introduction

Up-to-date content of the web in not only in text form, but become most and
most multimedial. Moreover the merit sense of many information located in the
web is expressed mainly in visual (picture) form instead of pure text. As the
examples of such type visual merit content can serve medical databases with big
amount of medical images (results of many modern methods of medical imaging
devices) of whole human body and particular organs both healthy and showing
many types of pathologies. Another interesting example can be GIS servers with
geo-informatics information presented mainly in form of digital maps. Also many
commercial information, like tourist information, hotels and restaurants adver-
tisings, e-commerce offers, artistic articles presentations and so on, and so on
— are based on visual information, which is not only additional information to
the textual one, but often contains the most important part of the communicate
from the potential viewer point of view.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 3–10, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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In all considered above situation we must take into account this visual part of
the web content during the intelligent searching of proper source of information.
Formulating this problem on most general plane we can claim, that in fact it is
necessary to have tool for discovery of semantic content and merit sense also if it
is hidden in the pictures presented on the selected websites. In future such tools
can be very important during the web mining processes, because multimedial
nature of the increasing number of websites.

It must be stressed, that the goal mentioned above needs now scientific re-
search, because proper methods and related algorithms need to be discovered.
Actual methods and tools for web mining, also if there are semantic oriented,
e.g. ontologies, quite good in applications devoted to searching the merit sense
hidden in text form of web content, are definitely not applicable when we must
search for particular semantic content hidden on pictures, images, photos, maps
and also medical imaginations. Fortunately in the domain of computer vision
the new group of algorithms discovered, supporting traditional technologies of
image processing, analysis, and recognition by new one: automatic understand-
ing of the images merit sense. In the paper we try to explain, what is automatic
understanding of the images and why this technology can be very fruitful in web
mining when we must search the information included on web nodes only in the
form of images.

2 Solutions Given by Other Authors

The problem of intelligent searching for properly selected images is known since
last three or four years. Before we introduce our method, based on automatic
understanding principle, we try to show, how other authors try to solve the
problem under consideration. Showing such ’competitive’ methods we try to
explain, why such methods are not sufficient for many real problems and why
the automatic understanding approach is in fact only appropriate.

Every web crawling tool offers now some image searching utilities. For example
Google’s Image Search claimed as ’the most comprehensive on the Web’ is one
of them. Another examples can be pointed out Yahoo! Image Search engine,
AltaVista, Picsearch (Image Search for pictures and images), and many others.
In fact image searching process offered by almost all such famous web searching
programs is very primitive, because is based on annotated databases only.

If considered multimedial database is annotated (e.g. includes both images
and its linguistic descriptions) the problem is very easy. If we have for every
image the exact annotation of its merit content, even if it is given in arbitrary
textual form — we can search very easy for proper image. This kind of searching,
based of text annotations only, can be elusory. For example if we give ad the key
for searching image of the tiger, we can find both the portraits of many beautiful
animals and images of the flower named Bengal Tiger. Moreover this solution is
acceptable for well annotated multimedial databases only, when many valuable
collections of important images are not annotated at all or are annotated without
deeper knowledge on the image merit content, for example when annotation is
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performed by webmaster and images are very complicated and needs professional
knowledge (e.g. medical images).

Therefore all popular web-searching machines with option ”image search” are
in general not the proper solution for the whole problem formulated in this paper.
Nevertheless such solutions must be mentioned above, because this way of solving
by means of replacing image searching problem by easier (but not in every case
equivalent) text searching problem is up-to-date most popular method, often
used for practical applications.

Many authors try find another way and looking for selected properties and
features, which can be computed automatically on the base of image, and may
help to find answer the question, how to select and retrieve proper images form
huge multimedial database (e.g. from the internet) according to the particular
criteria. Most commonly considered problem is formulated in such form: how
to find in database images similar — in some sense — to the images presented
as the examples of interesting class of images. The methods used for solution
problem formulated above are mostly based on some simple features extracted
from the image. For example if we take into account color as a selected feature
of the image, we can build some heuristic hypothesis for image content selection.
Image with big amount of blue color pixels in upper part of the frame and green
color pixels in lower part of the frame can be classified automatically to the
landscape category, when another picture with big areas filled by human skin
color pixels can be categorized as nudity.

Features can be off course different, for example based on image texture pa-
rameters (for classification of satellite images) or related to the particular ob-
jects, which can be easy identified on the image (for example buildings). If we
can extract good set of features (or parameters) properly characterizing exam-
ple image, and if we can extract the same set of parameters for every image
in database — we can compare such images performing comparison of features
vectors. This comparison can be based on many known distance measures —
and the problems is apparently solved.

Apparently, because in fact this method can be used for the very limited
number of situations only. For most examples of the searched images it is very
difficult to show the features which values are sufficient for discrimination, if the
image belongs to the interesting class, or not. Therefore such method can be
powered using learning procedures [1]. Nevertheless approach introduced in next
chapter of this paper seems to be better.

3 Solution Based on Automatic Understanding of the
Image Content

All formal methods of image analysis and recognition are not sufficient for intel-
ligent web mining, because it is the gap between the form of the image (which
can be evaluated by means of analytical procedures and classified by means of
pattern recognition algorithms) and a merit content of the image, which can be
discovered only by the automatic understanding approach.
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Let me use a joke for explanation the difference between image analysis and
also image recognition - and image understanding. This joke was first presented
(in more comprehensive form) in my book describing the main idea of image
understanding technology [2]. Imagine, that we have big multimedial database
and we try to find picture ”telling the same story”, as pictures given as the
examples. The example images are presented on the Fig. 1.

Fig. 1. Example images

Lets think together, how to describe criteria for intelligent selection of next
pictures similar (in sense of semantic content) to the shown on the Fig. 1 from
a multimedial database?

Lets think together, how to describe criteria for intelligent selection of next
pictures similar (in sense of semantic content) to the shown on the Fig. 1 from
a multimedial database?

For solving of selected problem using classical image analysis one needs fol-
lowing operations (Fig. 2):

• Segmentation of all pictures and selection of important objects on all images
• Extraction and calculation of the main features of the selected objects
• Objects classification and recognition
• Selection of features and classes of recognized objects which are the same on

all images under consideration
• Searching in database for images having the same objects with the same

features

Similar analysis can be done for next example images (we skip here the figures,
but reader can easily imagine the results). After this analysis, summarizing all
information we can do such induction:

• On all images we can find two objects: Women and Vehicle
• On some images there are also object Man, but not on all - so Men can be

automatically considered as not important in searching criteria

Result: computer finds and presents as desired output all images with women
and vehicle (Fig. 3)

It is very easy to find out, that the method of the image selection discovered
by the automate is wrong in such situation, because example of proper image
from the database is shown on Fig. 4, although Fig. 4 does not contain Vehicle
at all!
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Fig. 2. Results of the formal analysis and classification applied to the first image under
consideration

Fig. 3. Images selected by Google on the base of criteria ”women and vehicle”

Fig. 4. Image ”telling the same story” as images on Fig. 1

It was off course only joke (we apologize. . . ), the matter although is quite
serious because very often images apparently very different in fact can hide the
semantically identical content - and vice versa: apparently very similar images
can have dramatically different meaning.

It is evident, that when we talking about intelligent web mining for semanti-
cally adequate images, we must base on automatic understanding of the image
content instead of using any formal criteria.

4 How Automatic Understanding of the Images Works?

When idea of automatic understanding of the images was discovered and its de-
scription was given in the book [2] we try use this new methodology for many
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practical applications, describer in papers[3, 4]. We showed the role of mathemat-
ical linguistic in automatic understanding approach [5, 6], and we also presented,
when and why this new approach is necessary [7].

Trying to explain what automatic understanding (AU) is and how we can
force the computer to understand the image content we must demonstrate the
fundamental difference between a formal description of an image and the content
meaning of the image, which can be discovered by an intelligent entity, capable
of understanding the profound sense of the image in question. The fundamental
features of automatic image understanding can be listed as follows:

• We try to imitate the natural way in which a qualified professional thinks.
• We make a linguistic description of the image content, using a special kind

of an image description language. Owing to this idea we can describe every
image without specifying any limited number of a priori described classes.

• The linguistic description of an image content constructed in this manner
constitutes the basis for the understanding of image merit content.

The most important difference between all traditional methods of automatic
image processing and the new paradigm for image understanding is that there is
one directional scheme of the data flow in the traditional methods while in the
new paradigm there are two-directional interactions between signals (features)
extracted from the image analysis and expectations resulting from the knowledge
of image content, as given by experts. In Fig. 5 we can see a traditional chart
representing image processing for recognition purposes.

Fig. 5. Traditional method of medical image recognition

Unlike in this simple scheme representing classical recognition, in the course
of image understanding we always have a two-directional flow of information
(Fig. 6).

In both figures we can see that when we use the traditional pattern recognition
paradigm, all processes of image analysis are based on a feed-forward scheme
(one-directional flow of signals). On the contrary, when we apply automatic
understanding of the image, the total input data stream (all features obtained
as a result of an analysis of the image under consideration) must be compared
with the stream of demands generated by a dedicated source of knowledge.
The demands are always connected with a specific (selected) hypothesis of the
image content semantic interpretation. As a result, we can emphasise that the
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Fig. 6. The main paradigm of image understanding

proposed ’demands’ are a kind of postulates, describing (basing on the knowledge
about the image contents) the desired values of some (selected) features of the
image. The selected parameters of the image under consideration must have
desired values when some assumption about semantic interpretation of the image
content is to be validated as true. The fact that the parameters of the input
image are different can be interpreted as a partial falsification of one of possible
hypotheses about the meaning of the image content, however, it still cannot be
considered the final solution.

Due to this specific model of inference we name our mechanism the ’cognitive
resonance’. This name is appropriate for our ideas because during the comparison
process of the features calculated for the input image and the demands generated
by the source of knowledge we can observe an amplification of some hypotheses
(about the meaning of the image content) while other (competitive) hypotheses
weaken. It is very similar to the interferential image formed during a mutual
activity of two wave sources: at some points in space waves can add to one
another, in other points there are in opposite phases and the final result is near
zero.

Such a structure of the system for image understanding corresponds to one of
the very well known models of the natural human visual perception, referred to
as ’knowledge based perception’. The human eye cannot recognise an object if
the brain has no template for it. This holds true even when the brain knows the
object, but shown in another view, which means that other signals are coming
to the visual cortex. Indeed, natural perception is not just the processing of
visual signals received by eyes. It is mainly a mental cognitive process, based on
hypotheses generation and its real-time verification. The verification is performed
by comparing permanently the selected features of an image with expectations
taken from earlier visual experience. Our method of image understanding is based
on the same processes with a difference that it is performed by computers.
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Abstract. One of the fundamental goals of WI research is to understand intelligence
in depth and develop wisdom Web based intelligent systems that integrate all the
human-level capabilities.

In this talk, we briefly investigate several ways to develop human-level Web intel-
ligence (WI) from a brain informatics (BI) perspective. BI can be regarded as brain
sciences in WI centric IT age and emphasizes on a systematic approach for investigating
human information processing mechanism.

The recently designed instrumentation (fMRI etc.) and advanced IT are causing
an impending revolution in both WI and BI, making it possible for us to understand
intelligence in depth and develop human-level Web intelligence.
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1 Introduction

Negotiations continue to play an important part of our lives and in particular
influences can be seen in the growth in electronic commerce through various
auction and online stores. Estimates of up to 7bn were predicted for Christ-
mas 2006, a rise of about 35%-40% on the previous year [1]. This growth can
only enhance the demand for electronic negotiation systems or at least highlight
the lack of commercial e-negotiation systems. Such systems, though available in
mostly academic circles will need to be enhanced before they can replace tradi-
tional face-to-face negotiations. As e-commerce continues to grow, we anticipate
a faster uptake of negotiation systems if their design can mimic traditional sys-
tems. Our work proposes to draw the key attributes that need to be present
for a successful negotiation system by examining the current state of the art in
electronic negotiation frameworks. The rest of this paper is structured as fol-
lows: Section 2 elaborates on the need for electronic negotiation systems, with
Section 3 examining the current literature in negotiation frameworks, whilst
Section 4 presents the attributes which we found required in negotiation frame-
works. Conclusions are drawn in Section 5.

2 Why E-Negotiate?

E-commerce has changed the way businesses are conducted today. Almost ev-
ery medium to large-scale company has some form of web presence either via a
website or an online catalogue. Factors such as lower operating cost, integration
to business cycle and wider market reach with no geographical boundaries have
continued to attract new and existing businesses to e-commerce. Thus, for situ-
ations requiring negotiations, one can expect more negotiations to take place in
electronic rather than in traditional markets. Support for negotiations in elec-
tronic markets is therefore not only a necessity but also a critical success factor
for many ecommerce market ventures. [10]. Today, electronic negotiations are
being applied in various fields including electronic commerce, international re-
lations and arbitration, contract management to name a few. Though the scope

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 15–20, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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of some of these is limited, the adoption of electronic negotiations into vari-
ous disciplines continues to attract researchers and practitioners from various
disciplines.

3 Frameworks

Electronic negotiation systems like most other systems are built on frameworks.
Most of these frameworks have focused on implementing negotiation systems
whilst neglecting the modeling aspects of negotiations. Hence, unique and pro-
prietary solutions are created repeatedly, with enormous efforts spent on inte-
grating isolated solutions [7]. The development of generic electronic negotiation
frameworks can solve this problem. Frameworks are guiding concepts or tools for
modeling a class of interesting real world cases. They help us to systematically
and comprehensively identify, define, and prioritize the problems in a certain
domain. Various frameworks have been developed to date to support different
negotiation systems. Some of these frameworks are now classified according to
the applications which they support.

3.1 Applications in Auctions

An auction is a market institution with rules for resource allocation and prices
on the basis of bids from the participants. Auctions typically have very small
transaction costs and are used to conduct many transactions among businesses
and between businesses and consumers. Negotiation frameworks to support auc-
tions include those of Bellosta et al. [4] who put forward a multi-criteria model
for electronic auctions. This reference-points based model allows the buyer agent
to control the negotiation process on each attribute of the deal. In other work,
Bichler et al. developed the Multidimensional Auction Platform (MAP) as a set
of software modules for building multidimensional auction markets. MAP is an
extensible object framework, which enables the reuse of the advanced allocation
algorithms as a standard solver component in electronic markets. It provides a
declarative interface and sheds developers from the complexities of a particular
allocation algorithm. [5]

3.2 Applications in Multi-agent Systems

Negotiation software agents carry out negotiation activities on behalf of users.
They have the potential to save the human negotiators time and find better
deals in combinatorial and strategically complex settings. [7] In related work,
Jennings et al. [6]developed a generic framework for classifying and viewing au-
tomated negotiations. They suggest the use of argumentation-based approaches
to allow additional information to be exchanged and make it possible for agents
to handle conflicting information. On the other hand, Abass and Ghinea, pro-
posed SOLACE - a generic framework for multi-issue negotiations, which can
be applied to a variety of negotiation scenarios using software agents., SOLACE
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supports hybrid systems in which the negotiation participants can be humans,
agents or a combination of the two. [2]

3.3 Application in Electronic Markets

An electronic markets is a marketplace for negotiating the purchase and sale of
goods using. Compared to traditional markets, electronic markets have funda-
mentally different. Strobel [10], proposed a design and application framework for
electronic negotiations. Based on this framework, organizations creating an elec-
tronic market or sellers intending to offer potential buyers the option to bargain
can generate, in a flexible and efficient way, customized electronic negotiation
systems supporting the roles and protocols designed. Although, this classifica-
tion is not exhaustive it does illustrate the breadth of approaches. In the next
section, we draw out the peculiar features which the authors believe need to be
present to support todays negotiation systems.

4 Criteria for Electronic Negotiation Systems

The need for general negotiation frameworks is a major requirement for todays
electronic negotiation systems. Frameworks serve as a guide to developers of new
systems and provide a basis for evaluation and analysis. Most of the frameworks
in existence today are either too complex - [4]making difficult their implemen-
tation; too technical [12] - thus ignoring important factors such as negotiation
strategies - or just consider solutions to specific problems and thus cannot be
re-used in other areas. From the review of negotiation frameworks we have iden-
tified some characteristics which need to be addressed in the development of an
electronic negotiation system. These characteristics have been put together in a
framework - SOLACE II which is an improvement to the authors previous work
on SOLACE. SOLACE II prescribes the building blocks of negotiation systems
and recognizes key features of multi attributes, flexibility, negotiation strategy,
platform independence, hybrid negotiation, validity and learning. These features
can be applied in electronic auctions systems, multi-agent systems and electronic
markets. These features are now discussed:

4.1 Multi-attribute Negotiation

Multi-attribute negotiation is increasingly becoming more ensconced in todays
negotiation systems. Previously, most systems negotiated only on price, making
them somewhat unrealistic because several other factors come to play in reach-
ing agreements such as trust, security, delivery date, quality and so on. Todays
negotiation systems need to cater for multiple attributes. Negotiators need to
be able to bargain on several issues relevant to the negotiation making them
dynamic. Participants should also be able to introduce new attributes where
necessary.



18 O. Abass and G. Ghinea

4.2 Flexibility

The flexibility of negotiation frameworks can be said to be directly proportional
to its usability, allowing developers to easily incorporate them into their designs.
Frameworks should be flexible, specifying the basic building blocks of the elec-
tronic negotiations - protocols, participants, objects or strategies Irrespective of
the specific objects or fields, the framework should be applicable to a variety
of scenarios ranging from buying and selling in e-commerce to any other auto-
mated negotiation scenario. Strobel in SILKROAD [10] proposed a design and
application framework for electronic negotiations. SILKROAD attempts to pro-
vide a generic framework for negotiation systems. However, implementations of
systems based on this framework are very few as it appears to be too complex
and is not easily adoptable.

4.3 Negotiation Strategy

Negotiation strategies drive the entire negotiation process. The negotiation strat-
egy determines what issues will be negotiated and in what order. Such strategies
could be distributive (win-lose) or integrative (win-win). Some researchers have
argued against incorporating strategies into frameworks saying that negotiation
strategies lead to complete automation of electronic negotiations [8],that the
strategies will either be too simple (easily deciphered) or too complex to be
formalised or that the strategies will not gain the trust of users. However, the
importance of strategies cannot be over-emphasized. Strategies can distinguish
the winners and losers in any scenario.

4.4 Platform Independence

Platform independence should be an essential feature of any framework. As well
as being flexible, frameworks should not be tied to any particular development
environment. For example, Bartolini et al [3]. tied their framework to the Jade
multi-agent platform integrated with the Java Expert System Shell (Jess). Rule
specification in the general negotiation protocol is based on Jess Assertions. This
is not a truly open system and restricts developers to using this platform. Other
frameworks such as SILKROAD or SOLACE on the other hand do not limit
developers to any particular platform for development. The developers are given
a free hand at choosing platforms that are well suited for their development
scenarios.

4.5 Hybrid Negotiation

Despite all advances in automation, negotiation participants still prefer to be
involved in the agreement phase of electronic transactions. In hybrid systems,
structured or formalised tasks are automated, and decision support mechanisms
are used to assess unstructured tasks, whereas humans interactively control the
execution of the negotiation and perform the exception handling. Negotiation
frameworks should therefore provide support for hybrid negotiation systems.
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4.6 Time or Validity

Another important factor in negotiations is time - particularly its influence on
the strategies of participants. Negotiations often breakdown if they take too long
as participants may be distracted by changes in the environment or potential
offers from other parties. Time could also influence the strategy of a party. In
a particular negotiation, time could be an important issue if there is a deadline
for reaching an agreement. The result could be a change in the strategy or sub-
optimal agreements could be seen as better than no agreement. Lee [9]proposed
a framework, which emphasizes the time involved in a negotiation process. Lee
proposes that a time attribute be attached to each message to represent the
period in which the message is valid.

4.7 Learning and Adaptation

The negotiation framework should emphasize learning and adaptation in nego-
tiation systems. The negotiators can change tactics during the course of negoti-
ations and possibly introduce new attributes. Learning can also be in the form
of using past experience. Negotiators can use the knowledge gained in previous
negotiations about the participants or scenarios to help in the negotiations. For
example, if the negotiation exists in a dynamic environment and the environment
changes, then the agent has to learn about the changes to be able to carry out its
mission. Wong et al. [12] proposed a framework based on Case-Based Reasoning
(CBR). Case-based reasoning is an approach to use past experience for choosing
concrete strategy in every situation. The framework is built on top of a database
with information on past negotiations. This approach, though very useful, re-
quires a lot of information gathering and may be influenced by some historical
factors present at the time the previous negotiations occurred but which may
have become irrelevant in the present scenario

5 Conclusion

Approaches to electronic negotiation frameworks vary widely across board and
there is no unilaterally accepted framework. The detailed evaluation carried out
highlights the major factors needed for effective negotiation systems. The objec-
tive is to provide future developers of negotiation systems a guide to choosing
appropriate frameworks on which to base their systems. This will reduce devel-
opment time, improve consistency and in time lead to more effective and efficient
systems of higher standards. The authors have incorporated the factors stated
here into the development an electronic negotiation framework SOLACE II. This
is an enhancement of SOLACE [2]. It is currently being used in the develop-
ment of a confidence-based electronic negotiation system which incorporates the
hybrid functionality discussed above. We aim to bring to the fore the need to
have standards in the development of negotiation systems. With the continuous
growth in electronic commerce, standardization of negotiation systems cannot
be ignored for much longer and this provides the thrust of our future research
efforts.
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Abstract. Increasingly risk management plays a strategically important role in con-
struction related companies. Recent high profile corporate failures and loss of share-
holder value have been attributed to poor risk management. Research shows that open
communication and timely information are vital for the management of strategic risks.
To deliver adequate support for risk based decision making a flexible and seamlessly in-
tegrated ontology based architecture is proposed. This new architecture is constructed
around two essential concepts, 1) The modeling, mining, and reuse of domain knowl-
edge using an ontology, as well as the integration and 2) the use of semi-formal risk
models for mining non-intuitive operational and process insights.

1 Introduction

STRATrisk [1], aimed at understanding and improving Board level decision mak-
ing in UK construction companies and this project is used as a basis for this
study. The program set out to provide a toolkit for company Boards to self
assess their own understanding and to manage better the strategic risks and
opportunities materially impacting on the enterprise.

Personal construct theory [2] underpins the hypothesis that experience and
perception heavily influence decision making processes. Concept mapping [3],[4]
was used to analyze and understand some of the interactions and emerging issues;
See Fig. 1 which shows interview analysis revealing the phenomenon of ”Group
Think” which resulted in a hostile company takeover.

The overall aim of the STRATrisk project was to establish a rich picture of
risk from the evidence and data available, whilst at the same time searching
for new and original meaning. Management of risk can be seen as a specialized
branch of knowledge management, and it is noted that the processes employed
by STRATrisk bring together so called Soft Systems Methodologies [5] that de-
rive tacit knowledge and contextual knowledge within work processes [6]. The
soft systems process modeling and concept mapping procedures were further en-
hanced by the use of directed concept maps [7]. Directed maps can provide a
richer view of complex environments since they are more structured.
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The STRATrisk outcome was twofold, a systematic approach to the manage-
ment of threats and opportunities, and an insight into issues constituting risk
as an outcome of business processes. The limitation of the method is that the
production of models for ”what-if?” type analysis, remains elusive.

This paper proposes an extension to the Stratrisk methodologies in the fol-
lowing ways: 1) To create a common vocabulary for risk and an infrastructure
for knowledge sharing. 2) To derive a viable architecture for knowledge manage-
ment and risk mining. 3) To develop qualitative models for detailed analysis and
scenario planning.

Fig. 1. Company takeover interview
using concept mapping

Fig. 2. Organizational Structure for
Ontology Based Risk Management

2 Using Ontologies for Storing and Accessing
Organisational Knowledge

2.1 Background

When considering the grand challenges for Computational Intelligence (CI) [8]
a fundamental realisation is that for systems to behave with high levels of
performance for complex intellectual tasks there must be an extensive knowl-
edge domain. Indeed some authors go further and state that CI is the study
of knowledge [9]. Performance and complexity management are key business
issues, knowledge management thus emerges as a key motivation for organiza-
tions wanting to gain competitive advantage [10],[11],[12] Knowledge is seen as
a legitimate and meaningful resource that strengthens overall management per-
formance, and knowledge management is seen to help facilitate creating, stor-
ing, sharing, and reusing the organization’s knowledge, typically using advanced
technology [13],[14],[15].

Ontologies potentially enable automated knowledge sharing and reuse among
both human and computer agents, because of their ability to interweave hu-
man and machine understanding through formal and real-world semantics [17].
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Knowledge sharing in ontologies is not only achieved through formal and
real-world semantics, but also, and this is a very important point, through the
consensual engineering of ontologies themselves. Ideally, ontologies are formal
vocabularies, shared by a group of individuals that are interested in a specific
domain. However this vision of a shared ontology can only be achieved when
using a solid methodology that guarantees the collaborative engineering process.
The key advantages of ontologies are as summarized as follows: 1) They enable
knowledge sharing. 2) They enable reuse of knowledge. 3) They are machine-
understandable.

2.2 Ontology Based Risk Management

For organizational implementation purposes ontology driven knowledge man-
agement processes are provided by the Semantic Web. The Semantic Web is
based on the idea of creating machine understandable data that can be used and
exchanged.

There are a prolific number of available ontology building tools, languages,
support tools, models an architectures for semantic web applications [16]. Fig. 2
suggests a generic architecture for an ontology-centric approach to risk manage-
ment. An ontology for STRATrisk was built using Protoge.

Implicit information embedded in semantic web graphs, such as topography,
clusters, and disconnected subgraphs is difficult to extract from text files. Visu-
alizations of the graphs can reveal some of these features. The Protoge ontology
editor, produced at Stanford University, is one of the more popular open source
semantic web tools available today. It is easily extensible, and has two visual-
ization components. OntoViz [18] is an ontology visualizer that, uses GraphViz
[29] as its base. It shows classes grouped with their properties, and informa-
tion about those properties, and instances grouped with lists of their proper-
ties. These groups are connected by edges indicating relationships between the
objects. Jambalaya [19], another Protoge based visualization tool, displays in-
formation similarly, with instances and classes being grouped with their respec-
tive properties. Jambalaya adds additional navigation features, allowing users
to look at the ontology at several levels of detail. Both of these tools are de-
signed to allow the user to browse ontologies. In Fig. 3, we present a spring
graph for part of the STRATrisk ontology. Through this and other cases it is
possible to see how patterns about the underlying structure are more easily un-
derstood through the graph drawing than through text or other types of visual
displays.

We argue that the general motivation for developing ontology-driven informa-
tion systems is the ability to incorporate knowledge from different domains into
a single framework. Using ontologies as the basis for risk simulation applications
contributes to the conceptual requirement of reusability. Since the models are
specified by humans to embody domain knowledge which is sometimes ambigu-
ous, ontologies are a profound solution for reducing the semantic gap between
the knowledge space and the simulation model.
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Fig. 3. Spring graph for STRATrisk
ontology

Fig. 4. Improved structure for ontol-
ogy based risk management

3 Modeling Strategic Risk

The basis for all simulation is the building of a simplified model which repre-
sents the reality under examination. Generally, there are three different types of
models, physical, graphical, and mathematical. In this paper, combinations of
mathematical and graphical models are applied. The STRATrisk project used a
soft systems methodology, steering away from traditional statistical risk analy-
sis, and employed tools enabling cognition and concept mapping. The rationale
was the capture of operational complexity and human issues. The further im-
provement of the STRATrisk approach is the subject of further discussion here.
Insights by means of simulation are vital for risk management.

3.1 Fuzzy Cognitive Maps

Cognitive maps were introduced in early studies around the 1950’s [20]. An ex-
tension of cognitive maps to fuzzy cognitive maps FCMs was proposed [21].
Causal relationships and concepts in FCMs are accompanied by fuzzy sets [22].
FCMs are then able to be used as a tool for handling imprecise, or ill defined,
”fuzzy” problems. This allows the intangible expression of differences in causal
relationships and introduces the partial activation of concepts as opposed to bi-
nary activation in classical cognitive maps. The FCM, while still having rigor,
approaches human-like thinking and communication. Additionally, verbal eval-
uations of concepts and relations are directly permissible [23].

The key advantages of FCMs are as follows: 1) They combine the potential for
knowledge mapping of complexity, as in concept mapping, with causal relation-
ships that then allow detailed modelling and decision support. 2) Local FCMs
can be built in isolation and then later merged into holistic global models. 3)
FCM’s lend themselves to implementation with other CI technologies such as
genetic algorithms [25] and case based reasoning [26].
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Based on FCMs a new organizational risk management structure may be
envisaged. See Fig. 4. A flexible platform for risk management simulation is
proposed, driven by ontology, which is used for knowledge capture and also
modelling purposes. The risk ontology consists of a meta risk ontology, a domain
risk model, and a risk knowledge base. Manual processes, while still needed in
part, can be replaced in the main by automated mining procedures, e.g. via a
company intranet with specialist tools. The input of domain experts may be
leveraged by the sharing of a common knowledge base.

4 Analysis of Strategic Risk Using FCM

Fig. 5. FCM for Corporate
Takeover Risk

Consider for illustrative purposes, a simple
example and for the time being, a man-
ual technique to create FCMs; as shown in.
Fig. 5. This FCM was developed using the
global STRATrisk ontology for the scenario
depicted in Fig. 1. In this case a company
director describes a risk that materialized
in the form of a hostile takeover resulting
from the weakness of ”Group Think”. Anal-
ysis of this relatively simple FCM can be
done graphically by tracing cause and effect
throughout the system or by more elaborate,
but the nevertheless fairly routine, numerical
analysis.

An alternative approach, and an entirely
novel one, is to build FCMs from measured
process data characterizing the system do-
main. This novel approach means deriving

FCM models and node relationships purely from process data. A complex sys-
tems analyzer algorithm (CSA) [28] is implemented in proprietary software and
this is used to analyze time series data representative of the system elements
shown in Fig. 5. The CSA algorithm processes a set of observations conducted
on the system of interest. Normally, these observations originate from repeated
experiments, from process measurements, or from Monte Carlo simulations per-
formed with a multi-disciplinary model. From this set of data, which may be
defined as the Fitness Landscape of the system, the algorithm identifies the
so-called attractors, i.e. locations in the landscape in the vicinity of which the
system exhibits distinct and stable patterns of behaviour. These patterns, known
as modes, are sets of interrelated fuzzy rules that govern the system behaviour
in each mode. The relationship between system nodes is determined by pertur-
bations. The CSA scans all the samples in the Fitness Landscape and introduces
perturbations in all the directions around each sample for all the pairs of vari-
ables. The magnitude of the perturbations is equal to the width of the fuzzy in-
tervals. In practice, the entire space is sub-divided into multi-dimensional fuzzy
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Fig. 6. Graphical representation of
CSA analysis for ”takeover” scenario

Fig. 7. CSA graph in conventional
FCM layout

cells, and the existence, or otherwise, of reactions to the perturbations deter-
mines the rules which link the variables of a given problem, and hence creates
the FCM, see Fig. 6.

Fig. 6. shows results of the CSA output in its graphical form. This is a FCM
created from the time-series data provided as variables from the nodes in the
system being considered - the FCM in this case is drawn on the diagonal. When
Fig. 6 is exported to GraphViz [29], as in Fig. 7, it is easier to see the similarity
with Fig. 5. In this case we are primarily concerned with the methodology of
analysis and the opportunities presented by the novelty of the approach. Some
basic analysis reveals the extent of the possibilities. Fig. 5 and Fig 7. in the
”Takeover” example are seen to differ. What is being suggested here, and is of
real value, is that the ”actual” company data conflicts with the cognitive model
that has been created and either the single interview conducted does not provide
a rich enough knowledge model (which is likely), or that the metrics gathered
do not characterize the system. In any event the cross-checking of models using
the CSA further enhances system insights. In summary, the opportunity here
is to calibrate knowledge models created from an ontological framework by ob-
jective data resources. In this approach not only can the complexity of process
be captured, and insights be derived from the models, but system measures are
available for comparison with other domains, companies, or industries, i.e. we
can accurately compare risk models.

5 Conclusions

Risk Mangement is one particular branch of Knowledge Management where the
quality of the knowledge models is essential for insight and analysis.
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Ideas of the Semantic Web and the deployment of ontological frameworks
within corporations are ideally suited to the gathering and mining of risk-related
data and knowledge.

Cognition advances the notion of concept mapping by taking advantage of
causal relationships. FCMs embrace the power of causal relationships and bal-
ance the need for ”soft” processes to capture complexity as well the requirement
for simulations to provide system insights. Using FCMs with the CSA we have
a virtuous circle, on the one hand we have a rich knowledge model capturing all
the complexities of the system process, on the other hand we have a tool that is
able to asses and mine complex systems for hitherto unseen relationships, and
each system enhances the potential of the other.

6 Further Work

Further work is to include expansion of STRATrisk ontology, further capture of
process data for CSA analysis, and extension of the methodology for strategic
risk management to other industry sectors.
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18. The OntoViz Tab: Visualising Protégé Ontologies - http://protege.cim3.net/cgi-
bin/wiki.pl?OntoViz.

19. M. Storey, R. Lintern, N. Ernst, and D. Perrin, Visualisation and Protégé, Univer-
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Summary. In E-Learning, the selection of the pedagogical contents to teach and the
organization of this content are two principal operations during the design of a course.
The growth and the diversity of the informational resources used generate problems
of diffusion, access, of classification and management. With the MEMORAe project,
we deal with these problems and propose to answer them by using an ontology- based
organisational memory. In this article, we describe how and why we exploit the formal-
ism of Topic maps to represent the contents of a course organisational memory and the
TMQL standard to interrogate it.

Keywords: E-learning, organisational memory, Topic maps, TMQL, Ontology.

1 Introduction

The growth and the diversity of the informational resources used generate dif-
fusion/access, classification and management problems. Many works are related
to the management and access problems to the online learning resources [3][4].
We can classify into two poles the produced systems: the contents presentation
systems and the contents management systems.

The contents presentation systems put the emphasis on navigation, visualiza-
tion and organization of information in order to facilitate their comprehension
by users [5]. The learning contents management systems support the access and
research of the learning data in relation with their presentation[5].

The MEMORAe(MEMoire Organisationnelle Appliquée à l’e-learning) project
deals, at the same time, with the contents presentation and management. Con-
trarily to the traditional presentation systems, it does not use adaptive tech-
niques for navigation but an ontology structure: a course is built around a set
of concepts to apprehend. These concepts are defined by the mean of ontology
and index the resources allowing their apprehension. The use of ontologies make
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possible, on the one hand, to define a common vocabulary; and on the other
hand, to structure the learning contents of a course. In this article, we describe
how and why we exploit the Topic maps formalism to represent the organisa-
tional memory contents of a course and the contribution of TMQL standard to
iterogate it. The rest of the article is organized as follows: in section 2, a detailed
description of the MEMORAe Project is given. In section 3, the Topic Maps
formalism is specified as well as the TMQL interrogation associated standard.
Thereafter, section 4, we give implementation details of the MEMORAe query
mechanism using TMQL.

2 The MEMORAe Project

Learning is composed of actors (learners, teachers, etc.) and of various resources
(definitions, exercises, etc), it is written in various forms (books, Web sites,
etc.) like various mediums (paper, video, etc), so training is an organization.
This is why within MEMORAe project [2], the resources and information are
managed by means of an ontology-based learning organisational memory. The
MEMORAe project deals both with the content presentation and management.
The MEMORAe project does not use adaptive techniques for navigation but it
uses the structure of an ontology: a training is built around a set of concepts to
apprehend. Concepts, defined within ontology index the resources allowing their
apprehension.

In the MEMORAe project, two types of ontologies are used: domain ontology
and application ontologies. Both types of ontologies (application and domain)
are jointly used to index the teaching concepts and resources. For the moment
two application ontologies are defined: NF01 and B31 [2]. NF01 Ontology is
designed for the training of Algorithmic course and Pascal programming. B31
Ontology is designed for the training of statistics course.

The ontologies defined in MEMORAe are formalized using Topic Maps for-
malisme in order to better index the informational resources and to provide a
powerful means for visualization and navigation in the memory contents.

3 Topic Maps

The Topic Maps formalism [6]is a formalism for the representation and the or-
ganisation of the knowledge. Topic Maps represent knowledge by a graph made
up of nodes bound by semantic relations. A node can be any object which can
have a meaning in a given field. The Topics Maps model is powerful enough for
navigation, visualization and information organization to facilitate the compre-
hension of this information by users. The Topic Maps model was standardized
by ISO. The Topic Maps formalism presents three basic elements: Topic, Asso-
ciation and Occurrence:
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• Topic: Topic is the data-processing representation of a Subject applied to a
localization set (Context).

• Association: an association enables to connect two or several Topics.
• Occurrence: an occurrence (information resource) can be an article, an pic-

ture, a video, a comment, etc. It is attached to a topic.

For example, the concept ÂńÂă finite setÂăÂż is defined as follows: a finite set
is a set that has a cardinal. In Topic maps, it is represented by:

• Three Topics: Finite set, Set, Cardinal.
• Two Associations: is a, has.
• One can specify that the concept of ÂńÂăfinite setÂăÂż is treated in the

resource of the Web page type http://www.planete-maths.com/html /.

Note that, at the beginning, this model was not used in semantic Web. With the
definition of XTM[7] standard (XML for TM), Topic Maps were introduced into
the universe of the semantic Web. An XTM file has a similar syntax to an XML
file.

Topics Maps can be used in various fields. Therefore, it is important to have
exploitation tools of Topic Maps (creation,integration,etc), in this context, the
TMQL specification was born.

3.1 TMQL

The purpose of TMQL [8] (Topic Map Query Language) is to create a standard
for the interrogation of Topic maps. TMQL is not a language, but it is a spec-
ification for the interrogation languages of Topic Maps. The purpose of TMQL
is to simplify the development of the Topics Map based applications.

In the TMQL recommendations, it is specified that the query must be carried
out on an abstract data model, independently of the storage method (data bases
or XTM). In other words, the execution of a request on a data base or on an
XTM file should give the same result. The requests must also support the logical
inference.

There are several implementations of the TMQL specification, such as Tolog
[9], TMRQL [8], AsTMa [8]. Most of TMQL implementations remain prototypes
and there is no stable implementation. Tolog is the most stable TMQL imple-
mentation, it is for that reason that we chose it to implement our interrogation
prototype of Topic Maps.

4 Using Tolog to Search Concept in MEMORAe

Note that at the begining of the MEMORAe project the TMQL specification
was not yet set up, so for the implementation of the MEMORAe project, a re-
lational model of ISO Topic Maps standard was set up. Thus ontologies used
are stored in a relational database. An E-MEMORAe environment was devel-
oped for the exploitation of these ontologies. E-MEMORAe allows navigation
througth ontologies as well as visualization, it was evaluated both on navigation
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and visualization sides [1]. Note that E-MEMORAe search interface is based on
the execution of SQL query, since ontologies are stored in a data base. On the
other hand let us note that SQL language is only intended for data base interro-
gation, but Topic Maps can be stored under various formats (for example: XTM
file) therefore occurs the impossibility of using SQL. Besides, it is difficult with
SQL, to exploit the semantic links that exist between Topics. This reduces the
possibility of making deductions. It is for these reasons that we were brought to
consider TMQL standard for memory interrogation with the goal of standardiz-
ing E-MEMORAe environment within information search and interrogation.

So to have more flexibility and expressivity in the query writing, we thought
of integrating an interrogation environment, in MEMORAe, while working on
Tolog, but the current implementation of Tolog does not allow querying Topic
Maps stored in relational database. Only the interrogation of XTM files is pos-
sible. So it is necessary to extract XTM file from the data base before carrying
out the query. Currently, the operation of XTM-file extraction is manual (the
automatic extraction is still under development).

4.1 A Query Results

MEMORAe philosophy consists to give the most useful information for a learner.
Thus the response to a request is part of the ontology that contains the relevant
concept and its close neighbourhood. The close neighbour or the family of an
concept is defined by the father, the brothers and first generation children of this
topic. This philosophy must be respected during the use of Tolog.

In ontologies, concepts can be connected by various types of links. There are
two types of significant links: the specialisation/generalisation link and the in-
stanciation link. The specialisation/generalisation link is used to interconnect
two classes in order to specify the relations (subclass, superclass). The instanci-
ation link is used to connect a class with these instances. This link is represented
by the relation instance-of.

In MEMORAe ontologies, this type of links exists, so to find the neighbour-
hood or the Topic family, we exploited these two types of links (or relations that
express these links). Thus, we get the following definitions:

• Topic B is the parent of Topic A : if A is an instance of B or B is a superclass
of A.

• Topic B is the direct child of another Topic A: if B is an instance of A or B
is a subclass of A.

• Topic A is the brother of another Topic B if they have the same father.

To simplify the achievement of this operation at the time of the implementa-
tion stage, we use Tolog mechanism of the inference rules. These relations are
modelled with the inference rules, as a series:

• father-of( A, B) :- { instance-of( B, A) OR superclass( B, A) } this rule
describes the relation B is the father of A.
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• child-of (A,B) :- { instance-of(A,B) OR subclass(A,B)} : this rule describes
the relation A is the child of topic B.

• brother-of(A,B) :- { father-of(A, C) AND father-of(B, C)} : this rule describes
the relation brother between A et B . The rule father-of is used to express
the rule parent.

The rule that describes the relation family is defined, according to the three
preceding rules, by:

family-of(A,B):-{father-of(A,B) OR brother-of(A,B) OR child-of (A,b) .}
This rule is added to the default search query. Thus, its result is added to the

default search result in order to have a complete result.

4.2 Implementation

For the implementation of our prototype, we used the JAVA language with TM4J
API (Topic Maps for Java) [10]. TM4J is an Open Source JAVA API that allows
the integration of Tolog query. We carried out some tests on an fragment of the
B31 statistics ontology. Note that the result obtained is represented in the form
of an XTM file. The interpretation of an XTM file is difficult for users, it is why
we used the TM4L viewer tool [11]to display the result. TM4L is an Open source
tool for the visualization of Topic Maps in E-learning [11]. Our objective is to
display the result directly in the E-MEMORAe environment. Figure 1 shows the
result of search of the concept ’set’.

Fig. 1. Visualisation of a query results using TM4L

5 Conclusion and Further Works

Our objective with the Memorae project is to propose a new method for in-
formation organization and selection in E-learning field. Within this work, we
consider that training is an organization and propose to manage, capitalize and
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diffuse its knowledge and resources by an organisational memory, modelled with
ontologies. We chose Topic maps standard formalism to represent it.

For the memory information and interrogation search, we direct ourselves to-
wards the use of TMQL standard for it proposes a Topic Maps powerful interface
of exploitation. In order to test the power of TMQL, we developed an interroga-
tion prototype from Tolog tool. Our tests were carried out on the B31 statistics
ontology and they showed the importance of TMQL.

Our prototype should be improved and enriched in order to enable more com-
plex queries, for example: the search for a concept in a given context, the search
for a resource associated with a concept.

The choice of TMQL to interrogate our learning memory , being validated,
we now work on his integration in the E-MEMORAe environment.
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Summary. In this note we show how logic wrappers technology can be adapted to cope with
hierarchical data extraction. For this purpose we introduce hierarchical logic wrappers and illus-
trate their application by means of an intuitive example.

1 Introduction

Data published on the Web is converted from internal formats, specific to data base
management systems, to suitable presentations for attracting humans. However, it is
appreciated that Web data should be also reused for other purposes in tasks like search-
ing, filtering, analysis, reasoning and integration.

Our recent work in the area of Web data extraction was focused on combining logic
programming with efficient XML processing. The results were: i) definition of logic
wrappers or L-wrappers for data extraction from the Web ([2]); ii) design of efficient
algorithms for semi-automated construction of L-wrappers ([1]); iii) efficient imple-
mentation of L-wrappers using XSLT technology ([3, 6]).

So far we have only applied L-wrappers to extract relational data – i.e. sets of tuples
or flat records. However, many Web pages contain hierarchically structured presenta-
tions of data for usability and readability reasons. Moreover, it is generally appreciated
that hierarchies are very helpful for focusing human attention and management of com-
plexity. Therefore, as many Web pages are developed by knowledgeable specialists in
human-computer interaction design, we expect to find this approach in many designs of
Web interfaces to data-intensive applications.

In this note we propose an approach for utilizing L-wrappers to extract hierarchical
data. The advantage would be that extracted data will be suitably annotated to preserve
its hierarchical structure, as found in the Web page. Further processing of this data
would benefit from this additional meta-data to allow for more complex tasks, rather
than simple searching and filtering by populating a relational database.

2 Extending L-Wrappers

L-wrappers assume a relational model by associating to each Web data sou-
rce a set of distinct attributes. An L-wrapper operates on a target Web document
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Fig. 1. A sample HTML document containing hierarchically structured data

represented as a labeled ordered tree and extracts a set of relational tuples of docu-
ment nodes. See [2, 3] for details about definition, implementation and evaluation of
L-wrappers.

Let us now consider a very simple HTML document that contains hierarchical
data about fruits (see figure 1). A fruit has a name and a sequence of features. Ad-
ditionally, a feature has a name and a value. This is captured by the schema shown
in figure 2a. Note that features can be fruit-dependent; for example, while an ap-
ple has an average diameter, a lemon has both an average width and an average
height.

Abstracting the hierarchical structure of data, we can assume that the document
shown in figure 1 contains triples: fruit-name, feature-name and feature-value. So, an
L-wrapper of arity 3 would suffice to wrap this document.

Following the hierarchical structure of this data, the design of an L-wrapper of ar-
ity 3 for this example can be done in two stages: i) derive a wrapper W1 for binary
tuples (fruit-name,list-of-features); ii) derive a wrapper W2 for binary tuples (feature-
name,feature-value). Note that wrapper W1 is assumed to work on documents contain-
ing a list of tuples of the first type (i.e. the original target document), while the wrapper
W2 is assumed to work on document fragments containing the list of features of a given
fruit (i.e. a single table from the original target document).
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a.Document schema b.W1 c.W2

Fig. 2. Wrappers for the document shown in figure 1

For example, wrappers W1 and W2 can be designed as in figure 2 (following the
graph notation introduced in [2, 3]). Their expression in logic programming is:

extr_fruits(FrN,FrFs) :-

tag(FrN,text),child(A,FrN),child(B,A),next(B,FrFs),child(C,FrFs),tag(C,p).

extr_features(FN,FV) :-

tag(FN,text),tag(FV,text),child(A,FN),child(B,FV),next(A,B),child(C,B),tag(C,tr).

The combination of W1 and W2 into a single L-wrapper of arity 3 requires the exten-
sion of relation extract with a new argument of to represent the root node of the target
document fragment – instead of extract(N1� � � � � Nk) we now have extract(R� N1� � � � � Nk),
R is the new argument. It is now required that for all 1 � i � k, Ni is a descendant of
R in the document tree. The solution, using predicate ancestor(Ancestor� Node) and
assuming that document root node has index 0, is:

ancestor(N,N).

ancestor(A,N) :- child(A,B),ancestor(B,N).

extr_fruits(R,FrN,FrFs) :- ancestor(R,FrN),ancestor(R,FrFs),extr_fruits(FrN,FrFs).

extr_features(R,FN,FV) :- ancestor(R,FN),ancestor(R,FV),extr_features(FN,FV).

extract(FrN,FN,FV) :- extr_fruits(0,FrN,FrFs),extr_features(FrFs,FN,FV).

3 Preserving the Hierarchy

While simple, the solution outlined in the previous section has the drawback that even
if it was devised with the idea of hierarchy in mind, it is easy to observe that the hierar-
chical nature of the extracted data is lost.

Assuming a Prolog-like execution engine, we can solve the first drawback using the
f indall predicate. f indall(X�G� Xs) returns the list Xs of all terms X such that goal
G is true (it is assumed that X occurs in G). The solution and the result are shown
below. We assume that i) the root node of the document has index 0 and ii) predicate
text(TextNode�Content) is used to determine the content of a text node.
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extract_all(Res) :-

extr_fruits_all(0,Res).

extr_fruits_all(Doc,fruits(Res)) :-

findall(

fruits(name(FrN),FrFs),

(extr_fruits(Doc,NFrN,NFrFs),

text(NFrN,FrN),

extr_features_all(NFrFs,FrFs)),

Res).

extr_features_all(Doc,features(Res)) :-

findall(

feature(name(FN),value(FV)),

(extr_features(Doc,NFN,NFV),

text(NFN,FN),text(NFV,FV)),

Res).

?-extract_all(Res).

Res = fruits(

[fruit(name(‘Red apple‘),

features(

[feature(name(‘weight‘),value(‘120‘)),

feature(name(‘color‘),value(‘red‘)),

feature(name(‘diameter‘),value(‘8‘))

])),

fruit(name(‘Lemon‘),

features(

[feature(name(‘weight‘),value(‘70‘)),

feature(name(‘color‘),value(‘yellow‘)),

feature(name(‘height‘),value(‘7‘)),

feature(name(‘width‘),value(‘4‘))

]))])

Let us now formally introduce the concept of hierarchical logic wrapper or HL-
wrapper. We generalize the data source schema from flat relational to hierarchical and
we attach to this schema a set of L-wrappers.

Definition 1. (Schema tree) Let � be a set denoting all vertices. A schema tree S is a
directed graph defined as a quadruple �A� V� L� �a� s.t. V � �, A � V � V, L � V and
�a : A � ��	��� 1�
. The set of schema trees is defined inductively as follows:

i) For all n � 1, if u� v� wi � � for all 1 � i � n then S � �A� V� L� �a� such that V �

�u� v� w1� � � � � wn
, A � �(u� v)� (v� w1)� � � � � (v� wn)
, L � �w1� � � � � wn
, �a((u� v)) �� 	�,
and �a((v� w1)) � � � � � �a((v� wn)) �� 1� is a schema tree.

ii) If S � �A� V� L� �a� is a schema tree, n � 1, u � L and v� wi � �  V for all
1 � i � n then S �

� �A�� V �� L�� ��

a� defined as V �

� V � �v� w1� � � � � wn
, A�

� A �

�(u� v)� (v� w1)� � � � � (v� wn)
, L�

� (L�u
)��w1� � � � � wn
, ��

a((u� v)) �� 	�, ��

a((v� w1)) �
� � � � ��

a((v� wn)) �� 1� and ��

a(a) � �a(a) for all a � A  A� then S � is also a schema
tree.

If � is a set of tag symbols denoting schema concepts and S is a schema tree then a
pair consisting of a schema tree and a mapping of schema tree vertices to � is called
a schema. For example, for the schema shown in figure 2a, � � �fruits, fruit, features,
feature, feature-name, feature-value
 (note that labels �1� are not explicitly shown on
that figure). For an L-wrapper corresponding to the relational case ([2]) if D is the set
of attribute names then � � D � �result, tuple
. Also it is not difficult to see that in an
XML setting a schema would nicely correspond to the document type definition of the
output document that contains the extracted data.

Definition 2. (HL-wrapper) A HL-wrapper consists of a schema and an assignment of
L-wrappers to split vertices of the schema tree. A vertex v of the schema tree is called
split vertex if it has exactly one incoming arc labeled �	� and n � 1 outgoing arcs
labeled �1�. An L-wrapper assigned to v must have arity n to be able to extract tuples
with n attributes corresponding to outgoing neighbors of v.

An HL-wrapper for the example document considered in this paper consists of: i)
schema shown in figure 2a, ii) L-wrapper W1 assigned to the vertex labeled with symbol
fruit and iii) L-wrapper W2 assigned to vertex labeled with symbol feature.
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Let us now outline a solution for HL-wrapper implementation using XSLT. For this
purpose we combine the idea of the hierarchical Prolog implementation with the trans-
lation of L-wrappers to XSLT ([3]). See appendix for the resulted XSLT code.

Following [3], a single-pattern L-wrapper for which the pattern graph has n leaves,
can be mapped to an XSLT0 stylesheet consisting on n � 1 constructing rules ([5]). In
our example, applying this technique to each of the wrappers W1 and W2 we get three
rules for W1 (start rule, rule for selecting fruit name and rule for selecting features)
and three rules for W2 (start rule, rule for selecting feature name and rule for selecting
feature value). Note that additionally to this separate translation of W1 and W2 we need
to assure that W2 selects feature names and feature values from the document fragment
corresponding to a given fruit – i.e. the document fragment corresponding to the fea-
tures attribute of wrapper W1). This effect can be achieved by including the body of the
start rule corresponding to wrapper W2 into the body of the rule for selecting features,
in-between tags <features> and </features> (see appendix). Actually this op-
eration corresponds to a join of wrappers W1 and W2 on the attribute features (assuming
L-wrappers are extended with an argument representing the root of the document frag-
ment to which they are applied – see section 2).

4 Related Work

Two earlier works on hierarchical data extraction from the Web are hierarchical wrapper
induction algorithm Stalker [7] and visual wrapper generator Lixto [4].

Stalker ([7]) uses a hierarchical schema of the extracted data called embedded cata-
log formalism that is similar to our approach (see section 2). However, the main differ-
ence is that Stalker abstracts the document as a string rather than a tree and therefore
their approach is not able to benefit from existing XML processing technologies. Ex-
traction rules of Stalker are based on a special type of finite automata called landmark
automata, rather than logic programming – as our L-wrappers.

Lixto [4] is a software tool that uses an internal logic based extraction language –
Elog. While in Elog a document is abstracted as a tree, the differences between Elog
and L-wrappers are at least two fold: i) L-wrappers are only devised for the extraction
task and they use a classic logic programming approach – an L-wrapper can be executed
without any modification by a Prolog engine. Elog was devised for both crawling and
extraction and has a customized logic programming-like semantics, that is more diffi-
cult to understand; ii) L-wrappers are efficiently implemented by translation to XSLT,
while for Elog the implementation approach is different – a custom interpreter has been
devised from scratch.

5 Concluding Remarks

In this note we introduced HL-wrappers – an extension of L-wrappers to extract hi-
erarchical data from Web pages. The main benefit is that all results and techniques
already derived for L-wrappers can be applied to the hierarchical case. As future work
we plan: i) to do an experimental evaluation of HL-wrappers (but, as they are based on
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L-wrappers, we have reasons to believe that the results will be good); ii) to incorporate
HL-wrappers into an information extraction tool.
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Appendix: XSLT Code of the Sample Wrapper

<?xml version="1.0" encoding="UTF-8"?>

<xsl:stylesheet xmlns:xsl="http://www.w3.org/1999/XSL/Transform" version="1.0">

<xsl:template match="html">

<fruits><xsl:apply-templates select="//p/*/preceding-sibling::*[1]/*/text()" mode="select-fruit-name"/></fruits>

</xsl:template>

<xsl:template match="node()" mode="select-fruit-name">

<xsl:variable name="var-fruit-name" select="."/>

<xsl:apply-templates mode="select-features" select="parent::*/parent::*/following-sibling::*[position()=1]">

<xsl:with-param name="var-fruit-name" select="$var-fruit-name"/>

</xsl:apply-templates>

</xsl:template>

<xsl:template match="node()" mode="select-features">

<xsl:param name="var-fruit-name"/>

<xsl:variable name="var-features" select="."/>

<fruit><name><xsl:value-of select="normalize-space($var-fruit-name)"/></name>

<features><xsl:apply-templates select="$var-features//tr/*/preceding-sibling::*[1]/text()"

mode="select-feature-name"></xsl:apply-templates></features></fruit>

</xsl:template>

<xsl:template match="node()" mode="select-feature-name">

<xsl:variable name="var-feature-name" select="."/>

<xsl:apply-templates mode="select-feature-value" select="parent::*/following-sibling::*[position()=1]/text()">

<xsl:with-param name="var-feature-name" select="$var-feature-name"/></xsl:apply-templates>

</xsl:template>

<xsl:template match="node()" mode="select-feature-value">

<xsl:param name="var-feature-name"/>

<xsl:variable name="var-feature-value" select="."/>

<feature><name><xsl:value-of select="normalize-space($var-feature-name)"/>

</name><value><xsl:value-of select="normalize-space($var-feature-value)"/></value></feature>

</xsl:template>

</xsl:stylesheet>

http://www.springerlink.com/content/3m58724n3418270g
http://doi.ieeecomputersociety.org/10.1109/ICCGI.2006.127
http://doi.ieeecomputersociety.org/10.1109/ICCGI.2006.127
http://www.w3.org/TR/xslt
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Summary. Heterogeneous, distributed multi-databases (data warehouses, grids) are
growing day by day as businesses demand more economical and flexible solutions for
their data storage and processing needs. One of the main issues obstructing the large
scale deployment of distributed multi-databases is latencies involved in data retrieval.
Such problems are usually solved with the help of persistent caches. The paper presents
a semantic caching architecture which supports faster semantic matching in query pro-
cessing. This paper enhances the existing architecture of semantic cache and provides
the mapping of hierarchical indexing scheme over it with the help of case study in order
to represent the working of architecture. This paper also provides experimental results
of the query processing over updated architecture and provides the discussion over
comparison of the extended architecture with the previously proposed architecture.

1 Introduction

Heterogeneous, distributed multi-databases (data warehouses, data grids) are
growing day by day as businesses demand more economical and flexible solutions
for their data storage and processing needs. One of the main issues obstructing
the large scale deployment is latencies involved in data retrieval, is which usually
solved with the help of persistent caches. Usage of cache causes another problem,
that is, the cost of processing on caches might increase. The reason to this fact
is that the data is not organized in such a way that supports query processing in
minimum amount of time. We need to devise some indexing scheme for cached
data so that the processing could become easier and cost of processing should
reduce as a result. The cache architecture should provide support in order to
incorporate the indexing scheme.

This paper provides the semantic caching architecture for data grid to support
the notion of semantic matching over the contents of cache with the help of hier-
archical semantic indexing scheme. We have enhanced the existing architecture
of semantic cache [9], whose focus was to support the management issues re-
garding semantic caches. We have enhanced incorporated the faster matching of
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semantics with the help of 4-level hierarchical indexing scheme [10]. The scheme
has been explained in that paper with the help of a case study. In this paper,
I have also provided the empirical results of the 4-level hierarchical indexing
scheme when mapped onto this proposed architecture.

2 Background and Related Work

Researchers have performed comparisons of semantic caches with page and tuple
caches. Ren [1] lists disadvantages of page and tuple caches like heavy dependence
of page cache upon the network and database server, and retrieval of irrelevant
data from database due to poor clustering scheme. On contrarily, semantic cache
over comes these problems due to storage of semantics with data. Ren [2] is of
the view that page and tuple caches are not well suited for location dependent
queries. In that nick of time some researchers shifted their focus to define seman-
tic caches unambiguously, like activities performed in [1, 2, 4, 5, 6, 7, 8]. Ahmed
[9] has provided semantic caching architecture for data grid with the focus of
dealing with the management related issues. With the passage of time the trend
changed a bit and researchers shifted their focus on using semantic caching in
other domains instead of enhancing the powers of cache. Bashir [3] has performed
comprehensive survey and is of the view that the focus of researchers turned to-
wards using it in other domains instead of improving the semantic cache itself.
Bashir in another research activity [10] proposed the faster semantic indexing
scheme for content matching over semantic cache. The proposed scheme was
devised to work with the architecture proposed by Ahmed [9]. Initially, it was
supposed that the scheme can be used with the existing architecture to support
the faster semantic content matching but as the indexing scheme started getting
matured, it became difficult to make both the ends meet. The reason to this
fact is that the focus of existing architecture is the management related issues
whereas faster query processing support was not considered as a primary issue in
that architecture. So there is a need to bring some enhancements to the existing
architecture.

3 Proposed Architecture

The basic purpose to enhance existing architecture is to make it capable to in-
corporate faster content matching. In order to meet this requirement we have
partitioned the architecture into two major building blocks, Query Processing
Module (QPM ), and Cache Management Module (CMM ) as represented in fig-
ure 1. Both of these modules work almost independently but they need to interact
with each other in order to process query in quick manner. So we tried to enhance
the cohesion and reduce coupling.

The basic purpose of CMM is to cope up with management related issues of
semantic cache. Most of the sub-modules of CMM are inherited from existing
architecture [9], but their scope and placement has been changed a bit. CMM
is further divided into three modules, Cache Management Service (CMS ), Local
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Fig. 1. Caching Architecture for Efficient Content Matching

Domain (LD), and Cache (C ). Cache management is performed on the basis of
policies stored in the CMS, includes replacement, coherence and replica policies.
Cache Manager (CM ) performs management of LD and C with the help of these
policies. LD represents the local database and replication stored at client end,
whereas the C contains the cashed data in cache DB and its semantics in KBR
(Knowledge base Repository). The purpose of QPM is to deal with the issues re-
lated to faster contents matching over semantic cache. QPM comprises of three
main components Query Parser Service (QPS ), Semantic Matching (SM ), and
Query Merge and Build Service (QMB). The purpose of QPS is to parse the
user’s query and extract its semantics in order to convert it into a standard form
which is then passed to SM where these semantics are matched with the seman-
tics stored in the cache. KBR interaction, in order to perform faster semantic
matching is proposed in [10]. It then performs the Subtraction Process in order
to cut the corners of query making it asking exactly that amount of data which
was required by the user. This is the time when QMB comes into the play where
merging and rebuilding procedure is performed to finalize the new queries. At this
stage the probe and remainder queries are ready to be posed to the cache and
remote database. The details of QBM are not the scope of this paper. Rest of
the components line LFC and RI and MS are same as described in the existing
architecture [9]. We need to understand the internal structure of KBR presented

Table 1. Data extracted from query

Semantics Extracted Semantics

Database Names db1
Table Names Emp
Column Names n, a
Conditions (a > 30ands > 20)or(s < 20and(n = ”fn”orj = ”mg”))
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in figure 2 (a), because internal structure will help us understanding the way of
storage. QPS extracts the query semantics database, table, column and condi-
tions from the queries after parsing them and passes this data to the SM, where
these semantics are matched against stored semantics. The storage is devised in
a way that helps out in processing queries.

QC1 − 1 : Selectn,afromdb1.empwhere(a > 30ands > 20)or(s < 20and(n =
”fn”orj = ”mg”))

The 4-level hierarchical query processing for semantic matching [10] takes full
advantage of this storage scheme. Figure 2 (b) represents the internal structure
of conditions table of KBR. Conditions are to be stored in different manner than
rest of the semantics. The reason behind this fact is the same that storage should
support faster matching of semantics over cache. The details of matching process
are presented in the case study later in this paper.

4 Case Study

The purpose of this case study is to represent the mapping of proposed index-
ing scheme [10] over semantic caching architecture. QPS extracts the semantics
(database, table and Column) from the query QC1-1 as presented in table 1, are
stored in the KBR against some query identifier (id=1 for this scenario). We can
easily identifying by looking table 1 that the conditions if stored the way they
are, would not be helpful in faster query processing. There is a need to convert
conditions in some standard format so that these could be stored in a way which
is helpful in minimizing processing overhead. It is quite obviously known that

Fig. 2. a). Semantics and, b). Data Stored KBR

single condition comprises of three parts: column name, comparison operator,
and data value, for example (a < 60). Here column name provides the basic
matching and rest two are used for the extended processing. Figure 2 (b) shows
the fact that made it easy to decide Conditions table’s structure. We had to face
a new problem caused by the irregular shape of parenthesization of conditions.
We had to regularize this structure in order to process efficiently.

QC1 − 2 : a > 30ANDs > 20)OR(s < 20AND(n = ”fn”ORj = ”mg”))
QC1 − 3 : ORANDa30 < s20 > ANDs20 < ORn”fn” = j”mg” =
To achieve this goal we strived for conversion into postfix notation. Following

QC1-2 and QC1-3 are the infix and postfix notations against the query posed
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earlier in this case study. The stored data is represented in figure 2 (b). We are
also using the hashing technique in order to make the matching process faster.

5 Empirical Results

We have created a running prototype of faster query matching. Figure 3 (a)
provides us with the details of the implemented system. Suppose that user
poses the query to the query processor, Input Validator extracts the seman-
tics as presented in table 1, which will be passed to Query Parser. There we
standardize the query to make processing easier. The process of matching user
query with cached queries starts, which is discussed in details in [10]. The
empirical results of QMM represent the validation and performance of our

Fig. 3. a). System Design and, b). Processing Time

system, which is the theme of this paper. We can easily see from the figure 3 (b)
that the number of queries as increased from 1000 to 5000 the time only in-
creases from 147ms to 379ms only, which is very slower rate as compared to the
previous ratios of 100 to 1000. The results show that after specific number of
queries (1000 in this architecture), the time of processing increases with slower
growth. This is one of the reasons that we consider this architecture helpful for
data grids, where we have to deal with the massive number of queries in the
cache.

6 Discussions and Conclusion

This section focuses on the discussion related to these similarities and difference
found in both the architectures. The main difference is that the previous architec-
ture provided solid grounds for cache management, whereas the new architecture
takes care of both, the management as well as the support for faster semantic
matching. Faster processing is incorporated with the help of new features.

This paper introduces the neglected area of semantic caching architecture.
This paper also presents the solution to the problems in previous architecture
by introducing new features. The proposed architecture incorporates support
for faster contents matching in order to overcome the limitations posed by the
existing architecture. The experimental results show that the matching process
has become quick. The proposed architecture will help reducing query response
time to the users.
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Summary. Recommender systems are found in many modern web sites for applica-
tions such as recommending products to customers. In this paper we propose a new
method for recommender system that employs the users’ social network in order to
provide better recommendation for media items such as movies or TV shows. As part
of this paper we develop a new paradigm for incorporating the feedback of the user’s
friends. A field study that was conducted on real subjects indicates the strengths and
the weaknesses of the proposed method compared to other simple and classic methods.
The system is envisioned to function as a service for recommending personalized me-
dia (audio, video, print) on mobile phones, online media portals, sling boxes, etc. It is
currently under development within Deutsche Telekom Laboratories - Innovations of
Integrated Communication projects.

1 Introduction

Systems that recommend items to users are becoming popular and can be found
in many modern web sites for applications such as recommending products to
customers in e-commerce sites, recommending TV programs to users of interac-
tive TV and presenting personalized advertisements. There are two dominating
approaches [8] for creating recommendation; Collaborative Filtering (CF) and
Content-Based (CB) recommendations. CF considers the recommended items
only by a unique identifier and recommends items that were purchased together,
ignoring any attribute of the item. CB recommendations are based on an item
profile which is commonly defined by the attributes of the item without con-
sidering acts of purchasing. Each of these methods has its pros and cons but
it seems that a hybrid approach can overcome most of the disadvantages of
the two methods. Another method for providing recommendations is based on
Stereotypes [3]. Stereotypes are a way to define an abstract user that has general
properties similar to a set of real users. Stereotypes are used in recommender
systems for varying purposes, ranging from initial user profile creation to gener-
ating recommendations [8]. All methods use some type of a user profile or user
model for recommendation. CF systems usually maintain a vector of rated items
while CB systems maintain a rated set of item attributes.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 47–55, 2007.
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A social network is a graph that represents connected users. The two most
important characteristics of social networks are: who the people in the network
are and how they are connected to each other. The usual notion of connection
between people in a virtual community is related to direct social interaction [4].
This makes social networks useful for providing recommendations. Assuming
that connected people have also some common interests, this paper proposes a
method for recommending media items based on a personal social network of
each user.

The rest of this paper is organized as follow: Section 2 surveys the current
status of recommender systems and recommendations-based social network. Sec-
tion 3 describes in detail the proposed method. Section 4 describes the field study
and the comparative results of the proposed approach for recommending items.
Section 5 presents a discussion and our conclusions.

2 Recommender Systems

With the explosion of data available online, recommender systems became very
popular. While there are many types of recommender systems ranging from
manually predefined un-personalized recommendations to fully automatic gen-
eral purpose recommendation engines, two dominating approaches have emerged
- Collaborative Filtering and Content Based recommendations.

2.1 Collaborative Filtering

Collaborative filtering stems from the idea that people looking for recommenda-
tions often ask for the advice of friends. While on the internet the population
that can supply advises is very large, the problem shifts into identifying what
part of this population is relevant for the current user.

CF methods identify similarity between users based on items they have rated
and recommend new items that similar users have liked. CF algorithms vary by
the method they use to identify similar users. Originally Nearest-Neighbor ap-
proaches based on the Pearson Correlation, computing similarity between users
directly over the database of user-item ratings were implemented. Modern sys-
tems tend to learn some statistical model from the database and then use it
for recommending previously rated items to a new audience. Model-based ap-
proaches usually sacrifice some accuracy in favor of a rapid recommendation
generation process [5], better scaling up to modern applications. The main ad-
vantage of CF is that it is independent of the specification of the item and can
therefore provide recommendations for complex items which are very different
yet are often used together. The major drawback of this approach is the inabil-
ity to create good recommendations for new users that have not yet rated many
items, and for new items that were not rated by many users. This drawback also
known as the ’cold start problem’.
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2.2 Content-Based Recommendation

The ideas of Content-Based recommendations originate in the field of informa-
tion filtering, where documents are searched given some analysis of their text.
Items are hence defined by a set of features or attributes. Such systems define a
user using preferences over this set of features, and obtain recommendations by
matching user profiles and item profiles looking for best matches.

Some researchers [8] separate methods that learn preferred attributes from
rated items from methods that ask the user to specify his preferences over item
attributes, but we refer to all methods that recommend based on item attribute
preferences as CB recommendation. CB approaches rarely learn statistical mod-
els and usually match user profiles and item profiles directly. User and item
profiles are very sensitive to profile definitions - which attributes are relevant
and which attributes should be ignored. It is also difficult to create an initial
profile of the user, specifying the interests and preferences of the user; Users are
reluctant to provide thorough descriptions of the things they like and do not like.
It is also possible that users are unaware of their preferences. For example, a user
cannot know whether she likes an actor she never seen. In fact the acquisition of
user preferences is usually considered a bottleneck for the practical use of these
systems. Content-based recommendations may also result in very expected items
and may not be able to direct the user towards items he is unaware of but may
like. Nevertheless, CB systems can easily provide valid recommendations to new
users, assuming that their profile is specified using a questionnaire or some other
method for preferences elicitation, even if they never used the system before.

CB engines can provide recommendations for new items that were never rated
before based on the item description and are therefore very useful in environ-
ments where new items are constantly added.

Hybrid approaches [10] of CF and CB can reduce the disadvantages of the
methods.

2.3 Communities and Social Networks

The main idea of a Social Network (SN) is to use some relations that users
sharing between them. It is the set of actors i.e. group of people, which are the
nodes of the network, and ties that link the nodes by one or more relations.
Social network indicates the ways in which actors are related. The tie between
actors can be maintained according to either one or several relations. Moreover,
the network gives not only to their actors, people that are directly connected,
but also to actors of their actors, also called ”friends of my friends”.

The roots of link analysis predate the use of modern computers. The field of
social network analysis has developed over many years as sociologists developed
formal methods of studying groups of people and their relationships. The advent
of computers allowed these techniques to become much more widespread and to
be applied on a much larger scale in recommender systems.

Social networks can be divided into several groups in terms of different criteria:
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• Dedicated - dating or business networks, networks of friends, graduates, fun
clubs etc’

• Indirect - online communicators, address books, e-mails etc’
• Common activities. - co-authors of scientific papers, co-organizers of events

etc’
• Local networks - people living in the neighborhood, families, employees net-

works etc’
• Hyperlink networks - links between home pages etc’

Recommender systems for social networks differ from the approaches which de-
scribed before, since often they suggest rational human beings to other people
and not just product or service. Generally the network is initiated by the users
when one person initializes the relationship with another one, and the latter can
respond either positively or negatively to the invitation such as in MSN messen-
ger, ICQ etc’. After the relationship is been set up the network could be for use in
some manner i.e. chatting in the MSN or ICQ examples. Such interaction is im-
possible with products and services. Furthermore, the relationship between peo-
ple is bidirectional in opposite to the relationship between a person and product.

Most of the recommendation systems [6] which using social networks for rec-
ommendation are often need the ’trus’t parameter. That means if we are going
to use the relationship between people for providing recommendation we need
to know how well person A trust person B concerning the product and taste of
the recommended item. So another parameter in the relations at the social net-
work is the trust. However, there several situations where we assume the trust
is high or we cannot measure i.e. ICQ or MSN messenger. There we are sure
about the connection but we cannot know for sure the level of trust concerning
recommendation for item of some type.

In [6] they use the trust ratings between the users in the CN as the basis
for making calculations about similarity. They assume that there is correlation
between trust and user similarity; that means if user A trust user B with high
value, then the similarity of the preferences list of movies will also be high.

It has been shown [1] that in specific domain such as movies, users develop
social connections with people who have similar preferences; however no field
experiment has been provided. The results of [1] extended in [11]; their work
proved that there is positive correlation between trust and user similarity in an
empirical study of a real online community. There is a lot of work in the area
of measuring the trust in communities and related the issue to recommender
systems such as [7] and [6]. Measuring the trust is not easy task and often
impossible and not accurate, thus, it is leading us to option of creating the
relation on full trust and this can obtain only by explicitly order from the user
i.e. in the MSN messenger and the ICQ where one cannot be related to other one
unless he approved his invitation. As mentioned before we are using the suggested
method for mobile application named MediaScout. In MediaScout each user can
invite other users to become his friend by simply provide the mobile number; the
receiver can approve or decline the invitation. Based on those direct relations
the users in MediaScout can send each other recommendation about movies.
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3 Personal Social Networks

3.1 Creating the Network

As described above, MediaScout is an application which provides personalized
media content via mobile devices and home TV. One of the features which exist
in the system is the ability to send an invitation to some other user in the
system and to propose a friendship. The receiver of the invitation can accept
or decline the invitation. If the second user accepts the invitation, then the two
users become ’friends’ of each other and can send recommendations to each
other using one of the features in the application. This is a similar scenario to
the one of MSN messenger and of ICQ, except for the usage goal. In the two
existing applications one can chat with one’s friend and in MediaScout, a pair
of friends can send movie recommendations to each other. MediaScout uses a
binary feedback mechanism. This means that for each media item that the user
watches she can provide a feedback whether she liked it or not. This feedback
helps the system to refine the profile of the user. For each user the system keeps
several items that she rated positively, several items that were rated negatively
and a list of friends as well.

Having this kind of information and relations about users can easily lead to
the generation of a social network which involves most or all of the users of the
application. Each user is a node in the network and the friendship relation is
represented by edges which connect the users with a trust of 1 between each
two connected nodes. For each user one can envision the first layer of friends,
the users which are connected to the user by a direct link. In addition, there are
friends of the friends and so on.

3.2 Constructing the Personal Network Model

Consider the network of friends, where the only absolute information we have is
that the first layer of each user includes the list of the user’s friends and for each
user we have two lists of movies, one that she likes and one that she dislikes.
We assume that there is some similarity between the preferences of a user and
those of her friends and of the friends of her friends. We propose to construct
recommendations that are based on the personal social network of each user.
The personal social network of each user is a snapshot of the entire network
which presents the relations of each user with her related friends, up to the level
of 6 (friends of friends etc.). This network is constructed in the form of a social
tree for each user (Ur) by using a Breadth-First Search (BFS) [9] algorithm.
Figure 1 illustrates the transition between the social network into the personal
network of a user. The number of the levels which we take into consideration
while building the personal network will affect the recommendations later on. In
the experiment at the next section, the network is constructed up to the level of
six in order to cover a large range of relations among users. Denote the distance
from user Ui to another user Uj by d(Ui,Uj ) which is computed by traversing
the social tree. The tree can be viewed as a set of users described by
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Fig. 1. The left graph describes the relations of the red user with other users in the
system. The graph on the right hand side presents the resulting personal network after
the run of the BFS algorithm. Note that each user appears only once in another user’s
personal network.

X(Ui, L) = {Uj|∀j, Uj ∈ social tree of user i up to the level of L} (1)

3.3 Constructing Recommendations

Once we have the personal social network of each user, and the items that each
user likes and dislikes the construction of the recommendation list proceeds as
follows. The list of recommendations for each user is based on the items that
her ’friends’ like and dislike. If some of the users in her personal network like
some media item, this item is going to appear in the list of recommendations.
Items that are negatively rated by friends are not going to be recommended.
Recommendations are constructed by summing the impact of ratings of the
personal social network, both positive and negative. We use the notations below
to define the computation of the recommendation list:

• M - Media item.
• U - User in the system.
• R(Uj,Mi) - the rating of user j over media item i, The value 1 for positive

rating, -1 for negative rating and 0 if user j did not rate media i.
• d(Ui,Uj) - the distance of user j from user i in the social tree of user i.
• X(Ui,L) = {Uj | ∀ j, Uj ∈ social tree of Ui computed up to the level of L}
• K - Attenuation coefficient of the social network.

The overall rating of a media item for user i, based on her personal social network
computed as in (2).

Rank(Mi, Ui) =
∑

∀Uj∈X(Ui,L)

[K−d(Ui,Uj) ∗ R(Ui, Mi)] (2)

The list of recommendations is simply a vector of sorted media items according
to rank, where larger rank indicates higher order in the list.

The attenuation coefficient of the social network defines the impact of the
distance between users, on the strength of recommendations. If K = 1 the impact
is constant and the result is exactly equal to the popularity of the media items
in the personal network of the user. If K = n > 1 the rating of a user at level x
is equivalent to n ratings of users at level of x+1.
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4 Experiments

We conducted a field experiment with real users aimed to examine whether there
is any correlation between user preferences regarding movies, to the preferences
of her friends? Whether providing a recommendation based on a personal social
network will be more effective than recommending movies by popularity, for
example.

The experiment involved 50 users, all of them from the same class at Ben
Gurion University, and they were all familiar with each other. The assumption
is that there are groups inside this group and the entire group of the fifty users
is homogenous.

Each user needed to write down two things:

1. The list of her friends - where ’friend’ is defined to be a person whose rec-
ommendation she will consider, positive or negative, concerning movies.

2. To rate 108 movies on a scale of 1 to 5, where 1 means that the user did not
like the movie at all and 5 means she liked the movie very much. Note that
in cases where the user was not familiar with the movies, she rated them 0.

The movies were taken from the Internet Movie Data Base (IMDB) [12]. The
list of 108 movies was constructed to have both popularity and diversity in the
genre attribute. This information is available on IMDB. Having the rating of
each user and her list of trusted friends enabled us to compare several methods
on the same data. These methods included popularity, random recommendation,
CF and our proposed approach.

4.1 Evaluation Metrics

To assess the performance of recommendations lists, we sort (descending) the
movies for each user according to her preferences. We construct for each user
her recommendation list based on the personal social network, using k=2. To
assess the relevance of the resulting recommendations list, we checked the lo-
cation of the movies that the user liked and used the R measure (3) which is
taken from [5].

Ra =
∑

t∈I

1
2i/a

(3)

Here i is the set of locations of the movies the user liked in the recommendations
list and a is the viewing half-life and in this experiment it was set to 2. This
metric assumes that each successive item in the list is less likely to be viewed
with an exponential decay. The grade was then divided by Rmax - the maximal
grade, when all the movies the user liked appear at the top of the list. The
second metric we used is termed recall. Recall is the ratio of the number of
relevant movies presented to the user to the total number of relevant movies for
the user in the data. Since the users rated the items in the experiment from 1 to
5, we simply calculate the average rating for each user and considered the movies
that she rated below her average as irrelevant for her and those rated above the
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average as relevant. Recall is quite important to measure in our case since there
are a limited number of movies that we were able to present to the user as a
recommendation list. We measure the recall by 10, 20, 30, and 60 based on the
fact that in MediaScout users are viewing a limited number of items at once.

4.2 Comparative Results

We compare the results of the suggested method to popularity. Table 1 present
the results of the popularity and the personal social network. Analysis of the
results indicates that the personal social network is obtaining similar results to
the popularity. In the R measure, which takes into consideration the order of
the recommendation, yet all the movies which exists in the data as potential
recommendations, the personal social network obtains better results. The recall
measure is affected from the point of the measure. The fact that the recall at the
level of sixty items (out of 108 items we got in this experiment) is close to 92% in
popularity and in the social network as well is quiet impressive. It is indicating
that both of the methods perform very well on this data. Generally the social
network and popularity obtain similar results.

Table 1. Comparative results between popularity and the personal social network

R measure Recall 10 Recall 20 Recall 30 Recall 60
Popularity 111.97 0.26 0.4591 0.644 0.927

Social Network 119.734 0.2265 0.4357 0.617 0.9112

5 Conclusions

In this paper we presented a new community based recommendation method.
The experimental study conducted with real subjects shows that this method
can improve the recommendation performance in cases we need a long list of
recommendations.

Although further experiments needed with different algorithms such as CF and
different measures, we can see that the personal social network has the potential
to provide very quality recommendations. One of the approaches that might
be useful for improving the recommendations is to find the most appropriate
attenuation factor, the K value as described in section 3, for each user. Given
the list of rated item of a given user; is there any specific K which led to more
quality recommendations for the user? We believe there is. It is most likely
that the K will be different from user to user but we didn’t manage answer the
question of how to find it. Finding the personal K by some heuristic will probably
improve the results of the social network in our case.
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Summary. This paper describes the design and the implementation of an indexing
process based on features added to an ontology. This process provides a way for indexing
a knowledge base, i.e. attaching element identifiers to keywords or expressions found
in the ontology or the knowledge base.

The features inserted in the ontology define for each element the data type properties
that can be used to build and update the index. Fundamentally, an index is a hash
table where each entry contains a key built using this process and where the value
is the list of identifiers of ontology elements concerned by the corresponding key. We
describe the indexing characteristics for the OWL language and show how they can be
reduced for a simpler language.

We then give an algorithm that allows to build an index for a compliant knowledge
base. We conclude by presenting an application using this indexing process. It concerns
a platform dedicated to eGovernment services. Within this platform, each module re-
quires an index to facilitate the access to information semantically attached to ontology
elements.

1 Introduction

The complexity of eGovernment services and administrative processes requires
to handle knowledge from multiple information sources. Keyword indexing is
often not a satisfactory option because it lacks precision and does not take into
account the denotation of information. Moreover, it does not allow any reasoning
on knowledge structures.

Information retrieval and indexing based on ontology is proposed in academic
and industrial research environments [1, 2] as a new approach to improve in-
formation discovery by adding semantic support [3]. This approach is adopted
by several authors and particularly for information retrieval from the Web. In-
ternet search engines like Google or Altavista use a central database to index
information and a simple keyword based requester to reach information.

To improve the semantic of search, two major approaches are proposed by re-
searchers. The first approach concerns an annotation techniques based on the use
of ontologies [1, 7]. The annotations are used to retrieve documents. This approach
is dedicated to request/answer systems like KAON [5]. The second approach is an
information retrieval technique based on the use of domain ontologies like the work
of Desmontils in [6]. They are dedicated for retrieving raw documents.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 56–61, 2007.
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In both cases, tools are required to create indexes based on the vocabulary
occurring in ontologies. Annotation properties could be used for that. We propose
to add information inside the ontology in order to support the creation of indexes
for such tools. Our approach consists in annotating the properties whose values
can be used to create index entries. This approach is derived from the entry
point mechanism found in MOSS, a knowledge environment developed at the
University of Compiègne [9].

2 Indexing Features

2.1 General Considerations

In this section we describe the features we include in an ontology and whose
semantics can be used to build the index of a knowledge base. We first give the
characteristics in the OWL formalism then we present the equivalent features in
a simpler formalism that we have developed. The parser generating the OWL
file is in charge of the creation of the required OWL structures.

In this section, all considerations concern the OWL formalism. The name of
a concept is not defined in OWL; if it were defined, it would correspond to the
identifier. The main property to consider for indexing is the label (introduced
by rdfs:label). This property is attached to any owl:Thing and thus we consider
that each instance of owl:Thing (concept, relation and individual) can be indexed
from the value of this annotation property.

Using only the label property is not generally sufficient. For example, in the
domain of e-government, many elements are accessed from their acronym. In
French, the acronym ”RMA” can be used to access the social program whose
label is ”Revenu Minimal d’Activité”. The values of acronym, a string data type
property defined on the concept of Program, would be useful to index the in-
stances of Program. More generally, we consider that each data type property
may be a candidate property for indexing the individuals of its domain.

2.2 Principle

Any data type property, can be used for indexing. Obviously string properties
are best candidates but other types of properties can also be used. If a property
has for domain a union of concepts, we also consider that this property can be
used for indexing for only some of these concepts. The principle is the following:
when a couple - Concept (C), data type Property (p) - is considered for indexing,
each instance i of the concept C can be indexed from the value of p for i.

2.3 Advantages

Our indexing proposal allows a total independence of modules compliant with
an ontology. Indeed, each module is responsible of the index creation it needs,
and finds in the ontology all the elements useful for this creation. It can also add
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any element that it requires locally. It can apply any transformation for building
the strings or other elements required for the entry keys, from the labels and
values found in the ontology or knowledge base.

2.4 OWL Implementation

In the OWL syntax, an annotation property is first created. It is also a functional
datatype property whose range is xsd:boolean. It is considered as a restriction on
a datatype property for some concepts and its domain is the class owl:Restriction:

<owl:FunctionalProperty rdf:ID="indexing">

<rdf:type

rdf:resource="http://www.w3.org/.../owl#AnnotationProperty"/>

<rdf:type

rdf:resource="http://www.w3.org/.../owl#DatatypeProperty"/>

<rdfs:range rdf:resource="http://www.w3.../XMLSchema#boolean"/>

<rdfs:domain rdf:resource="http://www.w3.org/.../owl#Restriction"/>

</owl:FunctionalProperty>

A concept having a datatype property intended to be used for indexing is de-
clared as a subclass of an owl:Restriction. This restriction is annotated by the
indexing property with true as the Boolean value. For example, for the following
OWL code indicates that each instance of the class Z-Program must be indexed
by the value of the property hasAcronym.

<owl:Class rdf:about="#Z-Program">

<rdfs:subClassOf>

<owl:Restriction>

<owl:onProperty rdf:resource="#hasAcronym"/>

<owl:cardinality

rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>

<indexing

rdf:datatype="http://www.w3.../XMLSchema#boolean">true</indexing>

</owl:Restriction>

</rdfs:subClassOf>

</owl:Class>

2.5 A Simpler Syntax

The previous OWL syntax is not easy to manage because it is necessary to insert
features that no OWL editor currently takes into account. In the European
project, TERREGOV1 [10], we defined a simpler frame-like formalism called
Simplified Ontology Language (SOL). The parser that we developed, generates
the OWL file (and other useful files) for interoperability reasons, and creates the
requested OWL structures.
1 The content of this paper is the sole responsibility of the authors and in no way

represents the views of the European Commission or its services.
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In SOL, a datatype property, that can be used for indexing, is simply declared
with the (:index) feature. In the following example, the attribute acronym is
intended to be used for indexing the instances of the Program concept. If the
attribute acronym were defined in another concept it could be used for indexing
or not, according to the presence of (:index) in its declaration.

(defconcept
(:name :en "Program" :fr "Programme")
(:att (:en "acronym" :fr "acronyme") (:unique) (:index))
(:att (:en "documentation" :fr "documentation")) ...)

3 Algorithm

3.1 Description

We propose an algorithm for creating a knowledge base index from the ontology
features. We consider a simple index, i.e. a hash table structure where keys are
words or expressions found in element labels and as values of some data type
properties and where each associated values is a list of element identifiers. We
consider a knowledge base manager (KBM) for a system that keeps tracks of all
concepts, relations and individuals of the knowledge base and supports SPARQL
[13] queries. The top level of the algorithm is:

Indexing All Concepts, All Relations, All Individuals
Indexing elements from "indexing" Annotation property

The indexing of concepts, relations and individuals from their labels are similar.
The algorithm is the following:

1: get the elements (concepts, relations, individuals) from KBM

for each element el

2: get the element labels from KBM

for each label

get the canonical form of the label

3: get the list of element ids already indexed on this label

4: add the el id to the list

put the entry (canonic_label,list) into the index;

endfor

endfor

The previous algorithm gives the steps to create an index from the labels of the
ontology elements. In Step 1 we get the elements present in the knowledge base.
In step 2, we get the labels attached to an element. May exist more than one
label, e.g. in different languages. In step 3, the list of ids may be empty. In step 4
we add the element id to the list. This algorithm yields a table containing labels
as keys and list of ids as values.

The following algorithm gives the indexing of concepts and individuals from
annotation property ”indexing”:
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1: set the first query string

(for searching concepts and relations concerned by the indexing)

2: get the query results from KBM

3: for each result (couple: concept id ; relation id)

set the second query from concept and relation ids

(for searching the instances of the concepts and the values

associated through the relation)

get the query results from KBM

4: for each result (couple: element id, string value)

get the string value

get the canonical value as a string

get the list of element ids already indexed on this label

5: add the el id to the list

put the entry (canonic_label,list) into the index;

endfor

endfor

The first request (written here in SPARQL) allows for searching the concepts
and attributes concerned by the indexing. In this case, each concept appears as
a subclass of a restriction on the relations also concerned by indexing:

SELECT ?cpt ?att
WHERE {?x rdf:type owl:Restriction .

?x owl:onProperty ?att .
?cpt rdfs:subClassOf ?x .
?x tg:indexing true }

For each concept and attribute the second query used in step 3 searches instances
of this concept and values associated through the attribute.

3.2 Application

We consider a platform dedicated to e-Government services where a global on-
tology allows the homogeneity of semantics. In this platform several modules
use the ontology: the semantic registry of web services contains the semantic
descriptions (written in OWL-S [12]) of services written thanks to the central
ontology, the document base where documents are indexed on the concepts of
the ontology. We plugged a dialog system helping a user to find concepts defini-
tion, documents or services from free text queries. See [8] for more details about
this dialog system.

Our dialog system receives natural language queries from civil servants, ana-
lyzes them and extracts the key words or expressions that it contains. According
to this analysis the module that can answer the question is selected. The dialog
system creates an index based on the process described above. The words ex-
tracted from queries, after a normalization process, allow to find the identifiers
of the ontological elements related to the question. For example, from the identi-
fiers, the document base can deliver the documents indexed on the corresponding
concepts.



Adding an Index Mechanism to an Ontology 61

4 Conclusion

This paper presents a mechanism that allows to build an index from features
added to an ontology. Any knowledge base, compliant with the ontology can
follow the algorithm described in Section 3 to create an index from the elements
labels but also from the values of some datatype properties annotated in the
ontology.

This mechanism shows the relevant information that can be used as entry
point for a knowledge base. It does not prevent to add any other elements that
specific modules could require.
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Summary. In the paper an immunological selection mechanism in the agent-based
evolutionary computation is discussed. Since it allows to reduce the number of fitness
assignments, it is especially useful for problems with high computational cost of in-
dividual’s evaluation. A neural network architecture optimization is considered as an
example of such a problem. Selected experimental results obtained for the particular
system dedicated to time-series prediction conclude the work.

1 Introduction

Artificial immune systems recently began to be the subject of increased re-
searchers’ interest. Different immune-inspired approaches were applied to many
problems, such as classification or optimization [8]. The most often used algo-
rithms are based on clonal and negative selection processes [4].

Based on these phenomena, a specific immunological approach was proposed
as a more effective alternative to the classical resource-based selection used in
evolutionary multi-agent systems (EMAS) [6]. As it was shown in [2] the intro-
duction of immune-based mechanisms may affect various aspects of the system
behaviour, such as the diversity of the population and the dynamics of the whole
process. The most interesting effect is the substantial reduction of the number
of fitness assignments required to get the solution of comparable quality. This
is of vast importance for problems with high computational cost of fitness eval-
uation, like hybrid soft computing systems with learning procedure associated
with each assessment. An example of such approach considered in this paper
is the evolution of neural network architecture [1]. The work reported focuses
on the impact of the immune-based approach on the performance of EMAS ap-
plied to time-series prediction in comparison to the resource-based selection used
alone.

Below, after a short presentation of the basics of evolutionary multi-agent
systems and the idea of immunological selection, the description of EMAS for
time-series prediction is given. Selected results obtained for the prediction of
popular benchmark Mackey-Glass chaotic time series illustrate the pros and
cons of the approach.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 62–67, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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2 Immune-Based Selection in Evolutionary Multi-agent
Systems

The term evolutionary multi-agent system (EMAS) covers a range of optimiza-
tion techniques, which consist in the incorporation of evolutionary processes
into a multi-agent system at a population level. The most distinctive for these
techniques are selection mechanisms, based on the existence of non-renewable
resource (called life energy). Energy is gained and lost when agents perform ac-
tions, and at the same time it determines actions an agent is able to execute [6].

In optimization problems agents representing better solutions should gain en-
ergy at worse agents expense. The realization of this resource-based evaluation of
may be based on the idea of agent rendezvous: agents may evaluate their neigh-
bours, and exchange energy. Worse agents (considering their fitness) are forced to
give a fixed amount of their energy to their better neighbours. Then if low energy
level increases the possibility of death and high energy level increases the possibil-
ity of reproduction, the flow of energy should cause that in successive generations
survived agents would represent better approximations of the solution.

In order to speed up the process of resource-based selection, coming from
the observation that ”bad” phenotypes come from the ”bad” genotypes, a new
group of agents (acting as lymphocyte T-cells) may be introduced. They are
responsible for recognizing and removing agents with genotypes similar to the
patterns posessed by these lymphocytes. Of course there must exist some prede-
fined affinity function, e.g. using real-value genotype encoding, it may be based
on the percentage difference between corresponding genes.

These agents-lymphocytes are created in the system during the action of death
performed by an agent, and they are granted with the pattern based on removed
agent’s genotype. The new lymphocytes must undergo the process of negative
selection. In a specific period of time, the affinity of the immature lymphocytes
patterns to the ”good”agents (posessing relative high amount of energy) is tested.
If it is high (lymphocytes recognize ”good”agents as ”non-self”) they are removed
from the system. If the affinity is low – probably they will be able to recognize
”non-self” individuals (”bad”agents) leaving agents with high energy intact. The
system working accoding to these principles will be called an immunological
Evolutionary Multi-agent System (iEMAS).

3 Evolving Neural Agents for Time-Series Prediction

Many examples from the literature show that neural networks may be success-
fully used as a mechanism to model the characteristics of a signal in a system
for a time-series prediction [7]. The choice of a particular architecture of the net-
work is to a large extent determined by a particular problem. Usually the next
value of the series is predicted on the basis of a fixed number of the previous
ones. Thus the number of input neurons correspond to the number of values
the prediction is based on, and the output neuron(s) give prediction(s) of the
next-to-come value(s) of the series. According to NARX model, a multi-layered
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Fig. 1. Predicting multi-layered perceptron

Table 1. Optimal values of neural network parameters

Parameter Range EMAS iEMAS
Input layer neurons count [10,50] 43 ±4.5 42 ±3
1st hidden layer neurons count [10,50] 35 ±4 36 ±5
2nd hidden layer neurons count [10,50] 34 ±5 33 ±5
1st hidden layer learning coefficient (0.0,1.0) 0.7 ±0.08 0.85 ±0.1
2nd hidden layer learning coefficient (0.0,1.0) 0.72 ±0.1 0.62 ±0.13
Output layer learning coefficient (0.0,1.0) 0.65 ±0.07 0.45 ±0.13
1st hidden layer momentum coefficient (0.0,1.0) 0.6 ±0.07 0.55 ±0.15
2nd hidden layer momentum coefficient (0.0,1.0) 0.58 ±0.12 0.50 ±0.09
Output layer momentum coefficient (0.0,1.0) 0.35 ±0.14 0.5 ±0.09

perceptron (MLP) may be used in this case (fig. 1), supervisory trained, using
the comparison between values predicted and received as an error measure [3].

A multi-agent predicting system is a population of intelligent agents perform-
ing independent analysis of incoming data and generating predictions. Subse-
quent elements of the input sequence(s) are supplied to the environment, where
they become available for all agents. Each agent may propose its own predictions
of (a subset of) the next-to-come elements of input obtained from the posessed
neural network. Of course the network is trained by the agent using the data
acquired from the environment. The prediction of the whole system may be gen-
erated with the use of collective intelligence management techniques, such as
voting based on PREMONN algorithm [5].

In such a system the introduction of evolutionary processes allows for search-
ing for a neural network architecture and learning parameters most suitable for
the current problem and system configuration, according to the principles of
evolutionary multi-agent systems. The system should work as follows. First, the
population of computational agents is initialized with random problem solutions
(neural networks and learning parameters). Every agent iss able to perform pre-
dictions of subsequent time-series values, after it acquires its actual value and
performes the subsequent step of the training of its neural network. Based on the
value of the fitness function – MAPE error (mean absolute prediction error) the
agents are able to perform the actions of rendezvous, reproduction, and death,
as it was described in the previous section.
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a) Prediction results b) Agent count for EMAS and iEMAS

c) Prediction error for EMAS d) Prediction error for iEMAS

e) Newly created agents count for EMAS f) Newly created agents count for iEMAS

Fig. 2. Experimental results obtained for EMAS and iEMAS

4 Experimental Studies

The experiments were performed in order to show whether the introduction of
the immunological-based selection mechanism into predicting EMAS will make
the energetic selection more effective. A Mackey-Glass chaotic time series was
used as a benchmark for prediction, yet good prediction was obviously not the
main goal of the proposed approach. Rather the optimization of neural network
parameters by means of evolutionary processes was of our interest here.
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Evolutionary multi-agent system consisted of three evolutionary islands, each
with initial population of 10 agents. The genotype cotained the description of a
feed-forward neural network (multi-layered perceptron) – the number of neurons
in input and hidden layers and learning coefficients. The networks were taught
by the means of backpropagation algorithm with momentum. Before maturing,
every lymphocyte undergone the negative selection process for 150 steps.

Each plot of the figure 2 shows an average (and the value of standard deviation)
of the prediction error obtained from the 10 runs of optimization with the same
parameters. It seems that the system was able to approximate correctly the time
series, as it may be observed in figure 2(a). The count of agents in every iteration is
presented in figure 2(b), after initial raise, it tends to stabilize, which is important
because of the dynamically changing number of agents in the population.

The figures 2(c) and 2(d) show the prediction error MAPE (Mean Absolute
Prediction Error) for EMAS and iEMAS. Comparing the plots, it seems that in-
troduction of the immunological selection allows for obtaining a similar accuracy
of prediction, but the number of newly introduced individuals into the popula-
tion is lower in case of iEMAS (see fig. 2(e) and 2(f)) what indicates the lower
computation cost. In the table 1 the obtained results are presented, describing
optimal neural network found in EMAS and iEMAS, along with the starting
parameters. It may be clearly seen, that the results are similar, although iEMAS
needed smaller number of agents in order to obtain them.

5 Concluding Remarks

In the paper an immune-inspired selection for the agent-based evolution of the
architecture of a predicting neural network was considered. By means of negative
selection mechanism, agents that probably will not be able to construct an efficient
neural network, may be removed before they complete the process of training. Ex-
perimental results confirm that the approach allows for improper individuals to
be removed from the system faster than using classical energetic selection. Thus
solutions of comparable quality are obtained in less computational effort.

Future research should consider a wider range of problems to justify the above
conclusion. A precise study on the influence of various parameters on the system
effectiveness is also indispensable.
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Summary. In this paper we present a hybrid approach to product information ex-
traction on the web that combines the main advantages of different web-scale algo-
rithms. Like redundancy-based systems, it utilizes the redundancy of the web and
uses a search engine to autonomously search for relevant web pages. Additionally
it extracts whole product specifications instead of simple facts or binary relations.
Like structure-based systems, it employs heuristic assumptions about the general
structure of lists and tables, but similarly to ontology-based systems uses domain-
specific knowledge to guide the search and the extraction. The difference to those is
that our ontology is a feature template that is much simpler to generate and main-
tain. Also, experimental results are provided to demonstrate the effectivity of our
approach.

Keywords: template filling, web-scale information extraction.

1 Introduction and Related Work

When someone wants to buy a technical product like a digital camera, the deci-
sion is based on its appearance, price and some important technical features like
optical resolution, zoom factor, weight and so on. In this paper we propose a way
to automatically extract such technical features of products from the world wide
web while focusing on semistructured data as found in tables in many product
description pages on e-commerce web sites.

The previous approaches to information extraction of semistructured data on
the web can be divided into four categories.

Wrapper based methods use simple extraction procedures (wrappers) for a
specific set of pages – usually similar pages from a single web site like an online
catalog. Wrappers can be generated semi-automatically using machine learn-
ing algorithms for wrapper induction [5] or fully automatically [1] with loss of
adaptability.

In contrast to this, we follow a web-scale approach that regards the whole web
as one source of data and combines the advantages of redundancy based [2, 4],
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structure based [6, 9] and ontology based methods [3]. Like redundancy-based
systems, ours utilizes the redundancy of the web and uses a search engine to
autonomously search for relevant web pages and to validate a part of the ex-
traction results. Additionally it extracts whole product specifications instead of
simple facts or binary relations. Like structure-based systems, it employs heuris-
tic assumptions about the general structure of lists and tables, but similarly to
ontology based methods it uses domain-specific knowledge to guide the search
and the extraction. In contrast to ontology based systems we use a simple fea-
ture template that can be learned automatically (as proposed in [7]) instead of
a complex ontology.

2 Implementation

2.1 System Overview

Figure 1 gives an overview on our implementation. The system works in several
consecutive steps which are implemented as distinct modules. The input is a
domain description that basically consists of a product domain like “digital cam-
era” and a template for the relevant features of products in this domain. The
features are defined by their name (e.g. “LCD size”), their type (bool, number,
range or text), alternative keywords under which the feature occurs in web pages
(e.g. “LCD” for “LCD size”) and a measuring unit for numerical features (like
“pixels” or “inches”).

First, a list of manufacturer names for the given domain is gathered, since it
is essential for some of the subsequent extraction steps (Sec. 2.2).

Next, the system generates search engine queries to find URLs of potentially
relevant pages, i.e. pages that list the technical specifications of one product. Ad-
ditional search terms like manufacturer names, single feature names (“resolution”,
“weight”, etc.) or known online catalogs (“dooyoo.de”, etc.) lead to additional,
more specific results.

Afterwards, the system downloads the found pages and tries to identify one
product in each page by its name (Sec. 2.2) and its features (Sec. 2.3).

Fig. 1. System Overview
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The extraction result is a table of products with their features, which initially
contains some duplicate products that have been found on different pages. All
duplicates for one product are merged in order to combine feature values that
are filled in one instance but not in others. Duplicates are mainly identified by
the product name.

2.2 Product Name Identification

First, potential manufacturer names are gathered using different search engines:
often they can be found following the phrase“manufacturer name: ” and in drop-
down menus that contain the phrase“choose manufacturer”. The extracted name
candidates are validated by using two search engine queries: [candidate man-
ufacturer digital camera ] 1 and [ candidate digital camera ]. If both
queries return more hits than a specific (experimentally determined) threshold,
the name is accepted as valid.

Later, the manufacturer names are used to identify the product name (manu-
facturer name + model, as in “Olympus C-5050 Zoom”) in a product description
page. We try to identify one of the known manufacturers in the page title or
first heading. Then up to four subsequent words are considered as a potential
model name. The validity of the product name is checked by counting search
engine hits with decreasing number of words (e.g. Hits for [ Olympus C-5050
at Amazon ], then Hits for [ Olympus C-5050 at ] etc.). A phrase with much
more hits than the previous (longer) one is a valid name. If no valid name can
be found the page is discarded.

2.3 Extraction of Features

The feature extraction is divided into two steps to make the system more modular
and clearly structured.

The first step – the extraction of feature candidates – is linked to the page
download in order to rate the viewed sites and skip pages from irrelevant ones.
Each HTML page is transformed into a DOM tree using the open source li-
brary htmlparser [8]. Any table or list that contains at least two feature key-
words is extracted: each row becomes a feature candidate for the product in
the current page. In table rows, the feature name is the text encountered in the
leftmost nonempty column, and the value is the text in the second nonempty
column (example HTML: <tr><td>Max resolution</td><td></td><td>1280
x 960</td></tr>).

In list elements, the feature name is the text in front of the first appearance
of a colon (”:”) and the value is the text behind it (example HTML: <li>Max
resolution: 1280 x 960</li>).

Later, the template filling, the second step that runs offline, fills the features
that are defined in the template with the appropriate values from the feature
candidates of one product. The filling algorithm works as follows:
1 [ A B ] denotes a search query for the exact phrase “A B”, whereas [A B] looks

for pages where both “A” and “B” must occur, but may be separated.
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1. for each feature in the template:
2. for each feature candidate:
3. if the candidate name is equal to one of the feature keywords:
4. try to fill the feature with the current candidate’s value
5. else (or if the filling did not work): try next candidate

The actual template filling (line 4 in the above pseudocode) depends on the
feature type. The filling of bool and text features is trivial. Numeric values, on
the other hand, are filled as follows:

1. filter out numbers and number ranges with units from the value-text
2. if one of the filtered number-unit-pairs’ unit matches the template’s unit:
3. parse the number/range as new value and normalize it.

For step 1 we have developed a number-unit-filter based on regular expres-
sions. That is necessary because sometimes there are more features encoded into
one candidate (e.g.: “Sensor: 1/1,8" CCD-Chip with 5,000,000 pixels” for
“sensor size” and “sensor resolution”). For step 2 a number parser that takes into
account representation problems like non-integer values (e.g. 1.2 or 1,2 in Ger-
man) versus dots or commas as thousand-delimiters (6,000 or 6.000 in German)
as well as combined numbers like “1280 x 960”.

3 Evaluation

We evaluated our system by searching for digital cameras in German web pages.
The main evaluation measures were the number of extracted products and the
filling rate of the resulting table. From 2966 URLs provided by our base search
we extracted 1159 unique products (before merging: 1690 products) with a filling
rate of 73.1% (filling rate before merging: 66,8%).

The page download, including the extraction of product names and feature
candidates, took approximately 20 minutes for 3000 pages and 2-3 hours for
20.000 pages (while many pages from irrelevant servers were discarded) on a
1GHz Intel Centrino with 1GB RAM and 2000 MBit/s DSL. The other steps
take significantly less time.

In addition, the different extraction steps have been evaluated separately.
Table 1 shows the precision of each step. The recall could only be measured for
the template filling since we do not know the total number of relevant products,
nor the number of relevant web pages.

The manufacturer name extraction was evaluated with three different do-
mains. For digital cameras we ran one extraction with experimentally determined
thresholds for the validation queries and one experiment with both thresholds

Table 1. Precision of the different extraction steps

MNE MNE (thresh. 1) URLs PNE FCE (full pages) FCE (candidates) TF

87 83.5 70.4 90 72 88.9 98.1
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= 1. The first test returned 47 valid manufacturer names with some duplicates
(like “HP” and “Hewlett Packard”), so we actually found 41 manufacturers. This
is a precision of 87% with no error2. These names were also used in the evalua-
tion of the other modules. The second test returned four invalid names (manually
verified) and 63 valid variations of 55 manufacturers. So here the error rate is
6% and the precision is 82.1%.

A test search for “DVD-Player” with the same thresholds as the first test
returned 80 names, of which the first 50 ones were valid and relevant (i.e. impor-
tant manufacturers). A search for “Handy” (German for “mobile phone”) with
threshold 1 returned 127 hits with many duplicates and zero error rate within
the first 60 names.

The URL retrieval with the simplest search yielded 2966 URLs from 35 web
sites. 2088 of these URLs leaded to pages with relevant information, i.e. at least
10 features and a product name. Thus, the precision was 70.4%.

The product name extraction module failed in all 288 pages from one site (out
of 2966) because of the used heuristic. Of the remaining pages we examined 134
taken from 12 sites (5% sample): all were extracted or discarded correctly. This
leads to a total precision of over 90%.

The extraction of feature candidates was evaluated with the same 2966 pages.
In 799 (all from one site) only ca. 60% of the features were found due to the
limitations of our heuristics. From the rest we examined 110 pages (5%): 95
were extracted completely, 13 were discarded correctly and 2 were erroneously
discarded. Thus, the candidate extraction recall wrt. full pages is 72.4% and it
is aproximately 88% wrt. number of features candidates.

To evaluate the feature template filling we measured the filling degree of the
resulting products table, which is just the evaluation of the complete extraction.
Additionally, we also evaluated this module separately: From 2088 product can-
didates (a product name and at least 25 feature candidates) we could extract
1690 products (i.e. more than 10 features could be filled) yielding a recall of
80.9% according to the number of products. Then we analyzed the quality of the
single features on a sample of 105 products (5%): a feature filling is seen as a
failure if the feature is defined in the template and is present in the candidate
list but its value is not filled. On the feature level we measured a precision of
98% and a recall of 89.8%. The recall was higher (over 95%) when we did not
consider failures that occured due to a missing keyword in the template (e.g.
“LCD displ.” not recognized as “LCD display”).

4 Conclusion

The use of heuristics for extracting manufacturer names, product names and
feature candidates leads to incomplete results. The negative impact of this fact
is lessened by extracting data from different sources, i.e. by exploiting the redun-
dancy of the web. Future work should concentrate on adding more sophisticated
2 Since different names for one manufacturer occur on the web, we need all variations

to identify different instances, so the variations are useful and not errors.
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structure based algorithms for the extraction of feature lists (as proposed in [1]
or in [6]) to ensure the adaptability to other domains.

More fundamental limitations are the current focus on German pages only,
and that our present implementation of the product merging does not work for
product types with a wide variety of configurations under one product name.
Cars are such a type, where for example “Honda Civic” denotes a variety of car
body types, motors, etc. Here we would need to rely much stronger on the found
features for merging products than we do currently.

It is remarkable though that our approach with shallow methods and heavy
use of search engines is able to autonomously populate a product database with
detailed information on over 1000 products within 30 minutes while automati-
cally focusing on the most popular products. Thus, the results are comparable
to ontology based methods as in [3], while our ontology (the template) is much
easier to generate and to maintain.
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Summary. In this paper, we present a rough-fuzzy ontology generation framework
which supports rough concept descriptions at multiple levels of granularity, using fuzzy
property descriptors. The rough approximations for concept descriptions and valid
fuzzy property descriptors can be obtained through text-mining.
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1 Introduction

Ontology facilitates domain knowledge representation in a structured and
machine-interpretable form and allows information sharing across applications
[1]. In spite of the successful use of ontology in building various applications,
a domain-agnostic assessment of ontology-based systems reveals the following
real-life problems:

• Ontology is generally designed to be a pre-defined structure with crisp con-
cept descriptions and inter-concept relations, with well-defined semantics.
However, crisp definitions cannot capture the semantics of real-life knowl-
edge completely, which often requires conceptualization to capture inher-
ent vagueness. For example, a disease as a concept can be characterized
by accompanying information about symptoms, signs, medication, nature
of disease etc. But each instance of disease can only be identified with a
“possible” set of symptoms or a set of medications that are “usually” pre-
scribed. A symptom is observed with varying degrees of intensity in dif-
ferent patients or different diseases, and have to be suitably represented.
For example, after consulting several sources of information, it is observed
that the “most common” symptom of breast cancer is the presence of a
tumor, whose size and location is variable and determines the strength of
the disease, and other ”less common” symptoms include painful breasts, skin
disfiguring, nipple discharge etc. It is extremely important to capture the

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 74–79, 2007.
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essence of this variability in the concept space since this characterization
can influence the recording of data in studies conducted for future research.
The two data sets on breast cancer stored in the machine learning repos-
itory (http://www.ics.uci.edu/ mlearn/MLRepository.html) stores patient
data using two different sets of attributes. While both sets store size of tu-
mor, none of them store information about key aspects of breast cancer like
presence of Estrogen and Progeterone receptors, ploidy of cells etc. These
attributes are considered to be of very high importance in deciding the med-
ication and its effectiveness in tackling breast cancer. In other words, it can
be stated that the idea of using significance of attributes is essential at the
point of conceptualization itself.

• Acquisition of relevant knowledge for a domain and structuring it are both
non-trivial tasks and require substantial involvement of domain experts.
Knowledge acquisition through text mining can provide a viable way to create
and enhance concept ontologies.

• Locating relevant concepts, their descriptors and reasoning about their pres-
ence or absence within text automatically is a complex problem and involves
amalgamation of uncertainty-based reasoning techniques along with Natural
Language Processing (NLP).

In this paper we propose a rough-fuzzy ontology framework that extends the
regular ontology structure, with concepts of rough approximation for concept
descriptions and associates fuzzy membership functions to property descriptors
to allow variable-precision descriptions. We have shown how text mining aided
by NLP tools can be used to extract concept descriptors, possibly non-crisp,
from text to generate a rough-fuzzy ontology structure.

2 Related Works

Design and implementation of fuzzy ontology structures and ontology-based text
information processing systems have received quite a lot of attention. Widyan-
toro and Yen [7] have shown how co-occurrence of ontology concepts in manually
annotated documents can be used to build a fuzzy concept hierarchy. Wallace
and Avrithis [6] have extended the idea of ontology-based knowledge represen-
tation to include fuzzy degrees of membership for a set of inter-concept relations
defined in an ontology. Quan et al. [5] have proposed an automatic fuzzy ontology
generation framework - FOGA by incorporating fuzzy logic into formal concept
analysis to handle uncertainty information for conceptual clustering and concept
hierarchy generation. Parry [4] proposed a fuzzy ontology structure for storing
the Medical Subject Heading (MeSH) ontology, which has 21836 terms, of which
10072 are overloaded. In [4] it is proposed that while stating a query, the user
can associate a fuzzy membership value to each query term, which determines its
relative weight while retrieving relevant documents. Lee et al. [2] have proposed
a fuzzy ontology structure as an extension to the domain ontology with crisp
concepts for a Chinese news summarization application, which learns a domain
ontology by analyzing news events marked by domain experts.
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3 Proposed Rough-Fuzzy Ontology Model

An ontology is a collection of concepts which are described using a set of prop-
erty descriptor triplets 〈has property, value, constraints〉, where has property is
a binary relation defined between two concepts. The set of properties associated
with each concept is pre-defined and deterministic. We propose that a concept
can be described at multiple levels of granularity using approximation sets of
descriptors, where each concept descriptor can be represented as a fuzzy prop-
erty descriptor. A fuzzy property descriptor is characterized by the fact that the
property value is accompanied by a qualifier, and both value and qualifier are
defined as fuzzy sets. This framework allows defining the property-value of a con-
cept with differing degrees of fuzziness, without actually changing the concept
description paradigm. Further, using rough-set theory, each concept is repre-
sented by two approximations. The lower approximation PL(C) consists of a set
of property descriptors that are definitely observable in the concept. The upper-
approximation PU (C) on the other hand contains property descriptors that are
possibly associated with the concept but may not be observed.

Definition 1 (Fuzzy property descriptor). A fuzzy property descriptor pF

is defined as a quintuple of the form 〈C0, �, vF , qF , f〉, where C0 is a valid on-
tology concept, � is a structural or semantic relation defined for the underlying
ontology, vF represents fuzzy attribute value and could be either fuzzy num-
bers or fuzzy quantifiers, qF models linguistic qualifiers and are implemented as
hedges, which can alter the strength of an attribute value and f is the set of
restriction facets applicable on relation � in the context of concept C0 and the
value vF . The restriction facets consist of type (ft), cardinality (fc), and range
(fr).

Linguistic qualifiers are particularly useful for developing a variable precision
concept description for text processing applications, since these qualifiers are
responsible for altering the property value of a concept within text documents.
Fuzzy numeric values can either reflect varying precision for a property value, or
can be easily adapted to reflect strength of association of a property descriptor
to the concept. The choice of fuzzy numbers or fuzzy quantifiers for values is
dictated by the nature of the underlying attribute and also its restriction facets.

Definition 2 (Rough Fuzzy Ontology). A rough-fuzzy ontology, OR
F is

a non-crisp domain ontology represented as 〈C(F (C), PL(C), PU (C)), �a, �s〉
where

• C is a set of roughly defined concepts defined for the domain. Domain Ob-
jects encountered in any related application are expected to be instances of
ontology concepts.

• F(C) denotes the set of fuzzy property descriptors associated with concept
C. F (C) = {pF |Co = C ∧ � ∈ �a ∪ �s}, where �a and �s denote structural
and semantic relations.
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• PL(C) and PU (C) denote the lower approximation and upper approximation
of concept descriptions for C and are defined as follows:

PL(C) = {pF (C, �, vf , qf , f)| for all known instances I of C there exists a
valid tuple pF (I, �, vF , qF , f)that describes I appropriately}. PL(C) denotes
the set of properties that have been identified as essential for an object to
qualify as an instance of C and are adjudged mandatory properties for an
object to be judged as an instance of C.

PU (C) = {pF (C, �, vf , qf , f)| at least η known instances of C have been
found to have this property, where η is a pre-defined threshold}. PU (C)
denotes a generic set of properties from which some, though not all, are
likely to be observed in an instance of C. PU (C) denotes the optional set of
properties to be associated to definition of concept C.

• �a ⊆ C × C is a set of structural relations - is-a, part-of, kind-of, defined
between concepts in OR

F . The cardinality of these relations could be one-to-
one, one-to-many and many-to-many.

• �s ⊆ C × C is a set of semantic relations defined between concept-pairs in
OR

F . These relations are denoted by →name. ←name denotes the conceptual
inverse of the semantic relation and has a user-defined semantics associated
with it.

The extraction principles for concept descriptors is presented in section 4.
Using the descriptors extracted from the medical text documents, a partial de-
scription of some of the chronic diseases is obtained as follows:

PL(Heart disease and stroke)= {〈is causes by, High blood pressure/ Cigarette
smoking/ Atrial fibrillation/ High blood cholestrol, Boolean, 1〉}
PU(Heart disease and stroke) = {〈is causes by, geographic locations/ Alcohol
abuse/ Drug abuse/ Socioeconomic factors, often/ usually/ yes/ no, 0..2〉}
PL(Cancer) = {〈has symptoms, weight loss/Fatique, Boolean, 1〉}
PU(Cancer) {〈has symptoms, Fever or night sweats/ Pain/ Skin changes, of-
ten/ usually/ null, 1..n〉}
PL(Tuberculosis)= {〈has early symptoms, Fever/ Chills/ Sweating/ Weight
Loss/ Weakness/, Boolean, 1〉}
PU(Tuberculosis) = {〈has early symptoms, Persistent cough/ Chest pain/
Breathing difficulty bar, usually, 1..n〉}
PL(Hypoglycemia) = {〈syndrome of , abnormally low blood sugar,1〉}

4 Rough-Fuzzy Ontology Creation Using Text Mining

We now present a complete reasoning framework to implement rough-fuzzy
ontology-based text-processing systems. Given a set of domain documents, rel-
evant entities and their descriptors are located in these text documents using
NLP techniques. A feasible set of relations among these entities are also ex-
tracted using a rule-based system. Relation extraction involves traversing the
dependency graph output by the Parser (Satnford Parser) to identify domain-
specific fuzzy relationships. Dependencies output by the Parser are analyzed to
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identify subject, object, modifier and various other relationships among elements
in a sentence. Rule 1 presents a sample rule used for identifying possible relations
in the domain, assuming entities are identifiable as noun phrases. WordNet [3]
is used for establishing synonym relations.

Rule 1. If there exist two dependencies involving two different entities but the
same verb satisfying the following condition [Dep(Entity1, verb + preposition) &
Dep(verb + preposition, Entity2)], where Dep is a known dependency, then the
verb+preposition composition is identified as a valid relation between the two
entities. It can be characterized as an instance of a binary relation represented
by Entity1 → verb ← Entity2.

Rule 2. If (Entity1 → verb ← Entity2) is identified as a relation, then if there
exist auxiliary dependencies of the verb or there are adverb modifiers associated
to this verb, then auxiliary dependency or the modifier decides whether the
verb will be used for a mandatory or an optional property descriptor among the
entities. If the auxiliary verb is a member of the set {can be, may be, might be,
likely to be, etc.} or the modifier is a member of the set {usually, sometimes,
often, etc.} then the relation is a member of the upper approximation, i.e. PU (C).
If the verb is definitive then the relation is added to the PL(C). Simple numerical
assessment may also be used.

Both property values and qualifiers are modeled as fuzzy membership functions.
Qualifier sets are modeled as ordered, graded sets, and similarity between two
qualifiers qi and qj is a function of their distance d(qi, qj) in the graded set
and represented as f(qi, qj). Dilution and intensification of qualifiers and values
are implemented using a sign function. An element ti is a dilution with respect
to element tj in the graded set if i < j, while tj is an intensifier with respect
to ti. This is expressed using a sign function namely Sgn(ti, tj) = +1, and
Sgn(tj, ti) = −1 respectively.

Let μ denotes the fuzzy membership function associated to the value set. The
similarity between two qualified values, for example “severe headache” and“mild
headache”, is expressed as λ(qi,vi)(qj , vj) and is defined as a composite fuzzy
membership function of μ and f , as shown in equation 1.

λ(qi,vi)(qj , vj) =

⎧
⎪⎨

⎪⎩

μ(vi, vj)
1

d(qi,qj )+1 ifsgn(qi, qj) × sgn(vi, vj) = −1
μ(vi, vj)d(qi,qj)+1 ifsgn(qi, qj) × sgn(vi, vj) = +1
μ(vi, vj) × f(qi, qj) ifsgn(qi, qj) × sgn(vi, vj) = 0

(1)

5 Concept Matching over Rough-Fuzzy Ontology

The system can be used to identify a possible disease, when queried by a set of
symptoms. A query string q consists of a m 〈qualifier, value〉 pairs, and concept
C, is denoted by M(q, C) and is computed as follows: M(q, C) = (α × BL(C) +
(1−α)×BU (C))γ where BL(C) = 1

|PL(C)| ×Σ0Σj(μ(q0,qj)(v0, vj))1/β is the lower
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similarity match denoting the degree of match in definite properties of a concept,
where (q0, v0) is a 〈qualifier,value〉 pair, possibly NULL, present in query string,
and (qj , vj) is part of a property descriptor in ontology. The upper similarity
match BU (C), is similarly defined. β is a function of proportion of descriptor
string match, which is one - if relation name, value and qualifier all match exactly.
For example, given a query string of symptoms“fever, muscular rigidity, cognitive
dysfunction”, the suspected disease is Neuroleptic Malignant Syndrome. Since the
lower approximation of the disease contains the property “recent treatment with
neuroleptics within past 1-4 weeks”, this is verified through additional querying.

6 Conclusion and Future Work

In this paper we have proposed a rough-fuzzy ontology generation framework
which supports concept descriptions at multiple levels of granularity using non-
crisp property descriptors. Presently, a complete rough-fuzzy ontology based text
information processing system is on the way for medical domain.
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Summary. In this paper, we propose an automatic summarization system to ease
web browsing for visually impaired people on handheld devices. In particular, we pro-
pose a new architecture for summarizing Semantic Textual Units [2] based on efficient
algorithms for linguistic treatment [3][6] which allow real-time processing and deeper
linguistic analysis of web pages, thus allowing quality content visualization. Moreover,
we present a text-to-speech interface to ease the understanding of web pages content. To
our knowledge, this is the first attempt to use both statistical and linguistic techniques
for text summarization for browsing on mobile devices.

1 Introduction

Visually impaired people are info-excluded due to the overwhelming task they
face to read information on the web. Unlike fully capacitated people, blind people
can not read information by just scanning it quickly i.e. they can not read texts
transversally. As a consequence, they have to come through all sentences of web
pages to under-stand if a document is interesting or not.

To solve this problem, we propose an automatic summarization server-based
ar-chitecture for web browsing on handheld devices. In particular, we introduce
five different efficient methods for summarizing subparts of web pages in real-
time. Two main approaches have already been proposed in the literature. First,
some method-ologies such as [2][14] use simple but fast summarization techniques
to produce results in real-time. However, they show low quality contents for vi-
sualization as they do not linguistically process the web pages. Second, some
works apply linguistic processing and rely on ad hoc heuristics [7] to produce
compressed contents but can not be used in a real-time environment. Moreover,
they do not use statistical evi-dence which is a key factor for high quality sum-
marization. As a consequence, we propose a new architecture, called XSMobile,
for summarizing Semantic Textual Units [2] based on efficient algorithms for
linguistic treatment [3][6] that allow real-time processing and deeper linguistic
analysis of web pages, thus producing quality content visualization as illustrated
in Figure 1.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 80–86, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



Accessing the Web on Handheld Devices for Visually Impaired People 81

Fig. 1. Screenshot of the XSMobile architecture

2 Text Unit Identification

One main problem to tackle is to define what to consider as a relevant text
in a web page. Indeed, web pages often do not contain a coherent narrative
structure [1].

For that purpose, [15] propose a C5.0 classifier to differentiate narrative para-
graphs from non narrative ones. However, 34 features need to be calculated for
each paragraph which turns this solution impractical for real-time applications.
In the context of automatic construction of corpora from the web, [5] propose to
use a lan-guage model based on Hidden Markov Models using the SRILM toolkit
[12]. This technique is certainly the most reliable one as it is based on the essence
of the lan-guage but still needs to be tested in terms of processing time. Finally,
[2] propose Semantic Textual Unit (STU) identification. In summary, STUs are
page fragments marked with HTML markups which specifically identify pieces
of text following the W3 consortium specifications. However, not all web pages
respect the specifications and as a consequence text material may be lost. In
this case, unmarked strings are considered STUs if they contain at least two
sentences.

3 Linguistic Processing

On the one hand, single nouns and single verbs usually convey most of the
informa-tion in written texts. On the other hand, compound nouns (e.g. hot
dog) and phrasal verbs (e.g. take off) are also frequently used in everyday lan-
guage, usually to pre-cisely express ideas and concepts that cannot be com-
pressed into a single word. As a consequence, identifying these lexical items
is likely to contribute to the performance of the extractive summarization
process.
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Subsequently, each STU in the web page is first morpho-syntactically tagged
with the efficient TnT tagger1 [3]. Then, multiword units are extracted from
each STU based on an efficient implementation of the SENTA2 multiword unit
extractor [6] which shows time complexity O(N log N) where N is the number
of words to proc-ess. Then, multiword units which respect the following regular
expression are se-lected for quality content visualization:

[Noun Noun* | Adjective Noun* | Noun Preposition Noun | Verb Adverb].

This technique is usual in the field of Terminology [14]. A good example
can be seen in Figure 1 where the multiword unit ”Web Services” is detected,
where exist-ing solutions [2][7][14] would at most consider both words ”Web”and
”Services”separately. Finally, we remove all stop words present in the STU. This
process al-lows faster processing of the summarizing techniques as the Zipf’s Law
shows that stop words represent 1% of all the words in texts but cover 50% of
its surface.

4 Summarization Techniques

Once all STUs have been linguistically processed, the next step of the extractive
summarization architecture is to extract the most important sentences of each
STU. In order to make this selection, each sentence in a STU is assigned a
significance weight. The sentences with higher significance become the summary
candidate sen-tences. Then, the compression rate defines the number of sentences
to be visualized.

Simple tf.idf: This methodology is mainly used in Information Retrieval [13].
The sentence significance weight is the sum of the weights of its constituents
divided by the length of the sentence.

A well-known measure for assigning weights to words is the tf.idf score [11].
The tf.idf score is defined in Equation 1 where w is a word, stu a STU, tf(w,
stu) the number of occurrences of w in stu, | stu | the number of words in the
stu and df(w) the number of documents where w occurs.

tf.idf(w, stu) =
tf(w, stu)

|stu| × log2
N

df(w)
(1)

In our case, a dictionary of idf values is processed for each website where
XSMo-bile is installed based on the collection of texts present in it. The pro-
cess is web-based. All texts in the collection of the website are first linguistically
processed as explained in Section 3. Then, the n most frequent words of the
collection are ex-tracted to produce query samples sent to the web search engine
GoogleŹ. For each query, the first 10 most relevant urls are gathered given rise
to 10*n urls. Then, a web spider processes each url as deeply as possible in the
hypertext structure and extracts all texts related to the initial query. Finally,
after automatically gathering huge quantities of texts to approximate as best as
1 http://www.coli.uni-saarland.de/t̃horsten/tnt/
2 http://senta.di.ubi.pt/
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possible the ideal idf values of the words, a XML dictionary of <word, idf > en-
tries is produced. So, the sentence significance weight, weight1(S, stu), is defined
straightforwardly in Equation 2 where |S| stands for the number of words in S
and wi is a word in S.

weight1(S, stu) =

∑
i=1..|S| tf.idf(wi, stu)

|S| (2)

Enhanced tf.idf: In the field of Relevant Feedback, [13] propose a new score
for sentence weighting that proves to perform better than the simple tf.idf. In
particular, they propose a new weighting formula for word relevance, W(.,.). It
is defined in Equation 3 where argmax w(tf(w,stu)) corresponds to the word with
the highest fre-quency in the STU.

W (w, stu) =
(

0.5 +
(

0.5 × tf(w, stu)
argmaxw(tf(w, stu))

))
× log2

N

df(w)
(3)

Based on this weighting factor, [13] define a new sentence significance factor
weight 2(S,stu) which takes into account the normalization of the sentence length.
The subjacent idea is to give more weight to sentences which are more content-
bearing and central to the topic of the STU as shown in Equation 4 where
arg-max(|S|) is the length of the longest sentence in the STU.

weight2(S, stu) =

∑
i=1..|S| W (wi, stu) × |S|

(argmaxs(|S|)) (4)

The rw.idf: Recently, [10] have proposed the TextRank algorithm. The basic
idea of the algorithm is the same as the PageRank algorithm proposed by [4]
i.e. the higher the number of votes that are cast for a vertex, the higher the
importance of a vertex. Moreover, the importance of the vertex casting the vote
determines how important the vote itself is. The score of a vertex Vi is defined
as in Equation 5 where In(V i) is the set of vertices that point to it, Out(V j) is
the set of vertices that the vertex Vj points to and d is a dumping factor3.

S(Vi) = (1 − d) + d ×
∑

j∈In(Vi)

1
|Out(Vj)|

S(Vj) (5)

In our case, each STU is represented as an un-weighted oriented graph being
each word connected to its successor following sequential order in the text as in
Figure 2.

After the graph is constructed, the score associated with each vertex is set to
an initial value of 1, and the ranking algorithm is run on the graph for several
iterations until it converges. So, each word is then weighted as in Equation 6 and
the sentence significance weight, weight3 (S, stu), is defined straightforwardly in
Equation 7 where |S| stands for the number of words in S and wi is a word in S.
3 d was set to 0.85 as referred in [4].
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Fig. 2. Graph representation of the text: ”The British Council of Disabled People is
the UK’s National Organization of the worldwide Disabled People’s Movement”

rw.idf(w, stu) = S(w) × log2
N

df(w)
(6)

weight3(S, stu) =

∑
i=1..|S| rw.idf(wi, stu)

|S| (7)

Cluster Methodologies: Luhn suggested in [9] that sentences in which the
greatest number of frequently occurring distinct words are found in greatest
physical prox-imity to each other, are likely to be important in describing the
content of the docu-ment in which they occur4. The procedure proposed by [2],
when applied to sentence S, works as follows. First, they mark all the significant
words in S. A word is signifi-cant if its tf.idf is higher than a certain threshold T.
Second, they find all clusters in S such that a cluster is a sequence of consecutive
words in the sentence for which the following is true: (i) the sequence starts
and ends with a significant word and (ii) fewer than D insignificant words must
separate any two neighboring significant words within the sequence. Then, a
weight is assigned to each cluster. This weight is the sum of the weights of all
significant words within a cluster divided by the total number of words within
the cluster. Finally, as a sentence may have multiple clus-ters, the maximum
weighted cluster is taken as the sentence weight.

5 Text-to-Speech Interface

The Text-to-Speech module is a crucial issue for accessibility of Visually Impaired
People to web page contents. For this purpose, we have integrated the Microsoft
Speech Server into our architecture using the SALT markup language following
the architecture proposed in Figure 3.

However, in future work, we will integrate a Speech-to-Speech module on the
proper device in order to avoid the overload of the Microsoft Speech Server which
has shown limitations for high amounts of requests.

4 [2] based their sentence ranking module on this paradigm.
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Fig. 3. Text-to-Speech Interface

6 Conclusions

In this paper, we proposed an automatic summarization system to help web
browsing for visually impaired people on handheld devices. Unlike previous works
[2][7][14], it is based on efficient algorithms [3][6] for linguistic treatment that
allow real-time processing and deeper linguistic analysis for quality content vi-
sualization. The first results are every encouraging in terms of (1) quality of
the content of the summaries, especially with the rw.idf, (2) processing time al-
though the architecture is not still distributed over different processing units and
(3) user interaction satisfaction. How-ever, improvements must be taken into ac-
count. In particular, current work involves the integration of a Speech-to-Speech
control interface which may provide a solution capable to compete with Braille
PDAs that are expensive and difficult to use.
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Summary. This paper describes the part of a recommendation system designed for
the recognition of film reviews (RRSS). Such a system allows the automatic collection,
evaluation and rating of reviews and opinions of the movies. First the system searches
and retrieves texts supposed to be movie reviews from the Internet. Subsequently the
system carries out an evaluation and rating of the movie reviews. Finally, the system
automatically associates a digital assessment with each review. The goal of the system
is to give the score of reviews associated with the user who wrote them. All of this
data is the input to the cognitive engine. Data from our base allows the making of
correspondences, which are required for cognitive algorithms to improve, advanced
recommending functionalities for e-business and e-purchase websites. In this paper we
will describe the different methods on automatically identifying opinions using natural
language knowledge and techniques of classification.

1 Introduction and Issue

With the growth of the Web, e-commerce has become very popular. A lot of
websites offer online-sales. To increase their sales, online shops include the spe-
cial recommended systems (RS) to suggest products to the clients. While peo-
ple like to check out the recommendations of other users before creating their
own opinion, those predictions become very useful for the customers. RS allow
customers to make the choice without any personal knowledge of alternatives.
Algorithms for suggestion are based on the experience and the opinion of other
users. It is helpful to find recommendations from people who are familiar with
the same problem, who have made their choice in the past, whose perspective
is valued, or who are recognized experts [12]. RS also provide correspondences
between users, who have a similar profile. A new user has to create his own
profile. The RS will suggest a new precise choice based on the similar taste of
other users. The efficacity of such system depends on data quality and quantity.
This is why RS need huge databases of user profiles: the more profiles it gets, the
beter the algorithms are. RS proposes the choice to the user, which is based on
correspondences between the users’ opinions. Our system (RRSS) furnishes the
users’ profiles, which are necessary for algorithms of cognitive engines. This result

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 87–93, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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cannot depend on commercial reasons, because it could make people distrustful.
RCSS consist of two principal modules:

• extraction and filtering opinions from the text, which consists in the identifi-
cation of quite precise information in natural language and its representation
in a structured form [8].

• assigning a mark only to subjective sentences, which express or describe
opinions, evaluations, or emotions [10][15].

The relative failure of the generic systems is well-known today. Many re-
searchers try to describe natural languages in the same way as formal languages.
Maurice Gross undertook with his team (LADL; French Laboratory for Linguis-
tics and Information Retrieval) the exhaustive examination of simple sentences
of French [5], in order to have reliable and quantified data predicted to rigorous
scientific treatments. To exploit the linguistic knowledge, the LADL developed a
special application named Unitex [9]. This is an enhancement environment used
to build formalized descriptions for broad coverage of natural languages and ap-
ply them to substantial texts. Unitex processes the texts of several mega-bytes to
morpho-syntactic indexation in real time, to search for set phrases or semi-fixed
phrases, to produce agreements and statistical evaluation of the results. The
linguistic resources used to achieve the information retrieval and extraction are
as follows: dictionaries, networks of recursive transitions (local grammar) and
lexicon-grammar tables.

Another way to analyse an opinion automatically from the text is to use
statistical classifiers. All of the analyzed objects are assigned to the previously
prepared classes. Statistical methods suppose that descriptions of the same class
respect a specific structure of the class. For classification of huge corpora we
often use the special learning methods based on tested instances (examples).
Problems consist in constituting a representative corpus of the evaluated field,
and finding the rules or constituting an operational model of this corpus. The
model created allows the system to predict the behaviour for new candidates. At
present, classification of opinions as subjective/objective or positive/negative is
a very interesting challenge for research: Turney, Littman [13], Dave, Lawrance
[3], Pang, Lee [7]. Classifiers assign the new objects for analysis to correspondend
to previously prepared classes. The classifiers performance depends on the model
for each base learning class.

2 Marking a Review

RRSS has modular architecture. The principle tasks are: collecting the reviews
from Internet; checking if the text found is a review; assigning a mark to the
review and presentation of the results. This paper focuses only on the review
marking module. Generally the mark assignment process distinguishes the lin-
guistic and probabilistic parts. In our approach the linguistic part is responsible
for pre-processing of the text, creating a learning base and finding behaviour of
identical mark groups [paragraph 2.1]. The probabilistic part classifies reviews
to the mark [paragraph 2.3]. Our algorithm follows the next steps:
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• learning base creation,
• vector representation,
• classification.

The process of mark assignment to the review consist of two main steps: first
estimation of a mark based on the behaviour of the same review mark groups
and the final assignment of the mark [fig 1]:

• gathering the reviews according to their mark,
• finding the behaviour of each group of mark,
• for a new review the first estimation of the mark directly from the charac-

teristic of the group behaviour ,
• creation of a learning base for Bayes classifiers,
• assignment of a final mark to the review.

Fig. 1. Mark assignment process

2.1 Learning Base

To perform the review assessment we need a group of characteristics already
evaluated - a learning base. Different websites publish film reviews with its mark
assigned (e.g. IMDB, Amazon). We used this data (reviews, users, marks) to
create our learning base. We use the scale of marking from 1 to 5. We regrouped
all the reviews according to their mark. This way, we obtained 5 different groups
of film reviews: a group according to reviews with score 1, 2..5. Then, we tried to
determine the characteristics for each group. We supposed that delimited param-
eters characterize behaviour of a group. These characteristics are for example:
a typical word, typical expression, a size of a sentence, the frequency of charac-
teristic word repetition, the number of punctuation marks (!, ;), ?) and so on.
For group categorizing, we used a linguistic analyser Unitex, to lemmatize the
words, to assign semantic classes to the words, to add synonyms [4] and to detect
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negation. For this task we used a linguistic processing, which requires lexicons
and specialized grammar.

The development of such resources is a long and tiresome task, which generally
requires an expertise in the field and knowledge in data-processing linguistics;
techniques of filtering, categorization of documents and extraction of informa-
tion. The linguistic processing needs a good text comprehension. It means trans-
duction, which transforms a linear structure into a conceptual structure, i.e.
text (the linear structure) is transformed into an intermediate logico-conceptual
representation, which is then used to make conclusions. The semantic analysis
aims at producing a structure representing, as accurately as possible, a unit of
the sentence, with its meanings and its complexity [1][11][6]. Semantico-conce-
ptual structures can be more or less broad, rich and complex and more or less
ambiguous [4].

To determine the behaviour of a group we parse the large corpus of reviews,
which were assigned with the same mark to find the characteristic. Our linguistic
resources are the dictionaries and local grammars. The electronic dictionaries de-
scribe the simple words and the complex words of a language associating them
with a lemma made up of a series of grammatical, semantical and inflexional
codes. Grammars are representations of linguistic phenomena by recursive tran-
sitions (RTN). Generally a grammar represents sequences of words and produces
linguistic information such as for example information on the syntactic structure.
The local grammars, represented in the forms of graphs, describe elements which
concern the same syntactic or semantic field. On fig 2 we show an example of
local grammars used to determine the behaviour of groups. We assigned the se-
mantic classes to our word corpus. To do this we used subjective word dictionary
- General Inquirer Dictionary 1. Then we parsed the corpus using local grammars
to obtain statistical results.

Finally, we obtained a series of characteristics, which precisely determine a
group. The characteristics are different for all of the study groups and generally
they describe the statistical scores of typical words, their synonyms and they
take into account negations. The results shoved strong differences between the
characteristics of those groups. The creation of the group behaviour allows the
determining of to which group a new review belongs. We used characteristics of
groups for a preliminary estimation of the mark [fig 1; action 2]. This estimation
helps us in the selection of classifier, which will process reviews.

2.2 Vector Representation

The vector representation of a corpus requires an initial linguistic pre-processing
to eliminate all of the ”empty” words not taking an active part in the meaning
of the document. A first step is to build the index of the text learning base.
Then, each text is represented by its coordinates in this index. Introducing the
classes to initial index filters reduces the dimension of the vector representa-
tion used by the classifier. A linguistic filter is applied in order to eliminate

1 http://www.wjh.harvard.edu/̃inquirer/spreadsheet guide.htm
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Fig. 2. Example of local grammar

some types of words considered useless for the categorization. All language sub-
tleties contained in the text in order to analyze are necessary to guarantee a
good performance of categorization. We added the synonyms by using the se-
mantic classes. Then, we built a vector representation of all the text in the
learning base corpus. The dimensions of the vector correspond to the complete
index. The vector components are frequencies of the index terms in the document
[fig 1; action 3].

Finally, the dimension of learning base space vector is enough to proceed the
classification. Very often, the vector selected from the classifier includes many
components with the value equal to zero. Those values do not have any incidence
on the classification process. Thus, it is possible to reduce the size of the index to
improve the performance of the classifier [fig 1; action 4]. Several methods were
proposed to carry out a selection of the words representative of the field [14]. We
chose the method of mutual information measurement proposed by Cover [2],
which is especially well adapted for application in natural language processing.

Definition 1. For the group of documents under consideration, the average mu-
tual information I is the difference between the entropy of variable C and its
conditional entropy relative with the word mt.

I(C, Mt) =
∑

c∈C

∑

mt∈Mt

P (c|mt) × log
(

P (c, mt)
P (c) × P (c|mt)

)
(1)

where : P(c) is the number of documents of the class C divided by the total
number of documents.

P(mt)is the number of documents containing word mt divided by the total
number of documents.
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P(c, mt) is the number of documents of the class C and containing word mt

divided by the total number of documents.
C is the random variable associated with all the classes (c),
Mt is the random variable, representing existence of the word mt in a

document.
This technique allows the calculation a reduced index dimension used by the

classifiers. This method largely decreases the size of the index of a classifier. We
select the words of which the mutual information is higher then a given threshold
(sI). The reduced index of each classifier define a new vector space dedicated to
the classifier.

2.3 Bayes Classifier

The way of carrying out the classification is to find characteristics for each class
and to associate a function of belonging. Among the methods using this process
we can quote the decision trees, the Bayes classifiers, the method of SVM, etc.
For our first approach we have used the Bayes classifier, which is a categorizer of
the probabilistic type founded on the theorem of Bayes [13]. In our approach, we
have presented five different classifiers, each classifier corresponds to a group of
marks. The description of review behaviours, which belongs to different groups
of marks, were done manually. The opinions are analysed sentence by sentence.
Each classifier gives a mark (from 1 for 5) to the sentence. The classifier privi-
leges the same mark, which was received in preliminary estimation process. For
example, a classifier that corresponds to mark 1 will privilege assigning a mark
1[fig 1; action 5]. At the end of our process, we obtain the mark for all the
sentences of the reviews processed. A final mark assignment of the reviews is
the value of the arithmetic mean of all sentences treated. Our algorithm of rat-
ing the opinion is composed of two steps: first, the initial estimation of mark
by the behaviour classification of the groups and finally the assignment of a
mark by using the appropriated classifier allocated by an initial mark. By using
this architecture we hope to improve the F-scores of systems, which directly use
classifiers.

3 Conclusions

The objective of our work is to build a system for collecting, evaluating and
ranking movies reviews. RRSS the Rating Reviews Support System is the pro-
posal for the system, which carries out a collection and marking of reviews. This
paper presents only the evaluating and ranking part of the system. RRSS will be
a support to RS. The goal of our work is to automate the whole system partic-
ularly to improve the estimation of individual user’s reviews. The system allows
an automatic assignment of a mark; however to increase the research on other
fields it will be necessary to create a linguistic base and a new analyzis of the
different elements of the group’s behaviour.
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Summary. Making search engines responsive to human needs requires understanding user in-
tention when submitting a query. Intention, context and situation are intimately connected [8].
Thus context modelling is paramount when mining search engine logs but the process should be
sistematized and standarized for the future generation of autonomous data mining components.
In this paper, we propose to integrate context as metadata represented in PMML. The complete
knowledge discovery process would benefit from the metadata and in particular final and inter-
mediate evaluations can use this information for interpretation. The paper also presents results of
integration of GUMO ontology to conceptualize user context to improve interpretation of query
mining on the weblogs of the site search engine.

1 Introduction

The information explosion on the Internet has placed high demands on search en-
gines [12] that struggle with vague queries, impatient users and an enormous and rapidly
expanding collection of documents. The performance of search engines crucially de-
pends on their ability to capture the meaning of a query most likely intended by the
user.

Recently,[2] search engines are being modified with the aim of improving search
results by focusing on the users, rather than on their submitted queries. This is a chal-
lenging activity as, knowing the user intention, requires a considerable amount of skill
in order to satisfy non-trivial information needs.

In [3] context is defined as "any information that can be used to characterise the
situation of entities". The authors in [1] wonders about the possibility of implicit factors
being input to the system as some aspects of context, for example, the mood of the user
cannot be directly sensed.

Context and situation of the user are intimately connected. According to [8] a situa-
tion consists of two parts: the user-related factors that are intrinsically tied to a user as
abilities, goals or personal traits and the environments in which the user perceives and
acts that can be described by factors that are independent of an individual user. In [6]
apart from these two parts, the author distinguishes the system’s factors added to be
either modelled as context or resource.
� Project partially financed by Project CCG06-UPM/ESP-0259.
�� Project partially financed by Project TIN2004-05873.
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In [9] authors present an approach that uses past behaviours of users to re-rank fu-
ture searchs in a way to recognise the implicit preferences of communities of searchers.
They present this approach to deal, according to the authors, with the limitations of ap-
proaches only based on information retrieval perspective limited as they do not consider
the past search behaviour of users.

User context in a certain way is also dealt in [11] where authors present the problem
of mapping a search engine query to those nodes of a given subject taxonomy that
characterise its most likely meanings.

Context for recommendation is presented in [13] where search engine user’s sequen-
tial search behaviour is analysed and results are integrated with a content based simi-
larity method to deal with the shortness problem of queries.

According to [10] making the web truly responsive to human needs means under-
standing the user needs. This author also analyses some of the problems that arise when
using metadata to add information that search engines can use to more accurately “un-
derstand” the pages and retrieve and/or manipulate them for the user. The author men-
tions the problem of interpreting multiple domains, contents and purposes that can lead
to different applications interpreting the same metadata in different ways [10].

In this paper, we present an approach in which context factors are used in order to
improve query clustering. For this purpose a standard user modelling ontology [7] is
integrated and used to define metadata in PMML [4].

Standardising the process to integrate user context is twofold: on the one hand con-
text factors are taken into account so intention of the user is modelled and consequently
results of the search engine could be improved. On the other search engine query repre-
sent a data stream where autonomous mining components are required. Once the deriv-
ing process is ready, each time a mining process over the search engine logs is needed
the standard method can be used to derive and enrich attributes to be mined with context
information that will be stored as metadata.

The rest of the paper is organised as follows. In section 2 the conceptualisation ap-
proach is described, firstly GUMO ontology is briefly analysed and later the method to
conceptualise context is outlined. In section 3 the instantiation of the proposed method
to a real web site that uses GSA [5] as search engine is shown. In the case study two
ontologies are used: the GUMO ontology for user context modelling and a particular
taxonomy of concepts to model the particular domain of the problem. To conclude 4
shows the advantages of the proposed method as a method to capture metadata towards
systematisation of the mining process.

2 Our Approach to Analyze User Context

The Oxford English Dictionary defines context as “parts that precede or follow a pas-
sage or word and fix its meaning...; ambient conditions”. In particular for the case of
search engines, understanding these "parts that precede or follow" is of outermost im-
portance when trying to define the intention of the user when submitting a query to the
engine. Two problems arise: on the one hand, retrieving context on the other, represent-
ing it. Assuming that some factors have been captured (is not the focus of this paper) the
main problem is to represent these factors so that no conflict arises when processing the
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information they represent. GUMO [7] is a general user model ontology for the uniform
interpretation of distributed user models that contributes to simplify the exchanging of
user model metadata between different user-adaptive systems.

<xs:element name="DerivedField">
<xs:complexType>
(...)

<xs:attribute name="fieldType" type="FIELDTYPE" />
</xs:complexType>

</xs:element>

<xs:simpleType name="FIELDTYPE">
<xs:restriction base="xs:string">

<xs:enumeration value="general" />
<xs:enumeration value="user_context_contact_info" />
<xs:enumeration value="user_context_demographics" />
<xs:enumeration value="user_context_temporal" />

(...)
</xs:restriction>

</xs:simpleType>

Fig. 1. PMML extension mechanism: fieldType generation

What we propose is to map the information that can be measured, user context in
particular, with the concepts in the ontology and store this information as metadata
in PMML (see figure 1) in the system prior to any data mining analysis. Once the
data mining process starts, data will be labelled according to the mapping in the data
understading phase and later phases will benefit from this labelling. As an example,
imagine that we have identification of navigators so the navigator name, age, address
and telephone are available for analysis. Prior to analysis these attributes will be labelled
as contact information or demographics according to mapping in table 1. In the same
way, other input attributes will be labelled as behavioural or temporal.

Table 1. Contact Information and Demographics in GUMO

GUMO’s Dimension Attributtes Input Attribute
Contact Name, Mail, Nome, Mail

Information Address, Telephone, ... Direçao
Demographics Gender, Age, ... Idade

Temporal hour, day, week request_hour, request_day

Therefore, we propose a two step process:

1. Using a standard ontology to define context. For the case of user context we propose
to integrate GUMO ontology [7]. In general, we propose for this step to use any
ontology that describe in a uniform way the domain of the data and process to be
analysed.

2. Define the mapping between the attributes either in the source data (the weblog in
the case of a search engine) or any other derived attribute and the concepts in the
corresponding ontology.
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Fig. 2. Mining with contexts

We propose to use PMML to describe both the derivation process as well as the
mapping. A possible representation of the metadata in PMML is shown in figure 1
while the process can be depicted in diagram 2.

Observe that once the context attribute derivation process has been defined each
time a log of a search engine has to be mined the standard process can be applied
in a autonomous way. The advantages of the proposed process are as follows:

• Attributes and their mapping with the ontology can be defined altough in some
environments the source data is not available.

• More than one attribute can be defined for the same semantics or concept in the
ontology. Thus, different input attributes depending on the situation will be mapped,
derived and used.

• The attributes can be redefined or customised according to different domain to avoid
misunderstanding problems.

• The metadata defined and stored can be used by software components along the
knowledge discovery process to interpret and evaluate results.

This approach aids to the systematic development of the future generation of semi-
autonomous mining components as it is the basis for:

• Labelling attributes of data in semi-automatic way in data understanding phase.
• Labelling results of mining process so interpretation and evaluation of results po-

tentially improves.

3 Case Study

The proposed method has been applied in a site working as estate-agent. GSA [5] is
used as search engine for user to search for properties either to rent, buy or sell.

For the case-study the search log containing 69760 records corresponding to activity
in the site. Although the GSA does not generate session identifiers, the site has been
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Table 2. Attributes in the search box

Domain’s Category Input Attribute
Location Lisboa, Porto, Madeira
Action Arrendamento, Venda, Outro
Price p1, p2, p3

Kind of property Terreno, Moradia

configured so to generate and record sessions. Nevertheless some preprocessing was
required in order to reconstruct the whole set of session arising a total of 43914 sessions.

These data were used as sampling data so to generate metadata and automatise the
method. In a second step data from the logs are being analysed in a semi-autonomous
fashion. The source data used in the data understanding step were as follows:

1. Input data: log in CLF enriched with session id. Additionally, we have some info
from questionnaires filled by the web users

2. Domain information. Information related to properties (type, size, price, . . . ), as
well as information about the possible actions of user was retrieved. All this infor-
mation was available in portuguese. From this information a taxonomy was derived
to enrich queries. The taxonomy reflects information to categorised actions one can
do (sell, buy, rent, . . . ), things one can ask for (flats, apartment, ..), location (cities,
sea, mountain, . . . ), prices, sizes, . . .

3. GUMO ontology

With all this information first of all, the mapping of the ontology with the attributes
was made. An example of the mapping can be seen in tables 2 and 1, although the
information in table 1 is in portuguese, the method presented is language independent.
Later, logs of following weeks were analysed using the mapping to label input data and
query clustering results. After validating the process a component has been deployed in
order to support user in clustering web logs data.

4 Conclusion

The performance of a search engine heavily depends on the ability to interpret the user
intention when submitting a query. Intention, situation and context are intimately con-
nected [8]. In this paper, we have proposed a method to conceptualise context prior to
mining the web logs. Context information stored as metadata in PMML can be later
used to interpret and evaluate results. In order to avoid conflict problems we propose
to map attributes (either from the source data, or derived attributes) with an accepted
(business understanding phase) and standard ontologies. Once the mapping is defined
the mining process benefits from the description of attributes. In the paper, we have
shown the application of the proposed approach to the case of a site using GSA as search
engine. Two ontologies have been used in this case: on the one hand the commonly ac-
cepted GUMO ontology to map user context attributes and on the other a taxonomy of
domain concepts to map information of the query search box. The method is a first step
towards autonomy in search engines as all the attributes from the web log in CLF format
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have been mapped together with the possible information in the query search box. This
labelling process makes it possible to label results and to generate mining components
that do not depend on the user to choose the appropriate attributes. Nevertheless, the
challenge of automatically mapping attributes in standard and commonly accepted on-
tologies remains. Consequently, we are currently working on the generalisation of such
process for the case of search engines in a established domain.
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Summary. In this paper we introduce the IdentityRank algorithm developed to ad-
dress the problem of named entity disambiguation. It is used for semantic annotation
of Web resources taking Wikipedia as knowledge source.

1 Introduction

In order to make the Semantic Web [1] vision become a reality, the semantics
of the data needs to be described in a computer understandable manner. This
process is known in the literature as semantic annotation.

In [2] we introduced a system that exploited user queries to generate annota-
tions and used the information generated and maintained by Wikipedia1 editors
as knowledge source for the annotation process.

As is indicated in [2], our system had some limitations, for instance, it is a
manual system so it requires user collaboration to gather metadata. More autom-
atized semantic annotation approaches seem more appropriate for the annotation
of high volumes of information due to scalability reasons.

In order to deal with these limitations, we have extended our initial proposal
by including an information extraction tool, ANNIE2, into our system. With
such tool, we process the textual contents of the Web resources to be annotated,
extracting occurrences of named entities: persons, locations and organizations.
Once we have these entities, in order to generate semantic annotations, we need
to link each entity (e.g. the person Alonso) with its Wikipedia page. As there
are usually several instances that can be associated to a certain entity3, we need
to disambiguate that entity selecting the Wikipedia page that best represents
it in the context of the document being annotated. To address this need, we
have developed an algorithm for named entity disambiguation based on Google’s
PageRank [3] that we name IdentityRank (a.k.a. IdRank).
1 http://www.wikipedia.org
2 http://gate.ac.uk/ie/annie.html
3 For instance for the person Alonso we have among others Fernando

Alonso, a Formula 1 driver, http://en.wikipedia.org/wiki/Fernando Alonso,
and José Antonio Alonso a Spanish Minister. http://en.wikipedia.org/wiki/
Jos%C3%A9 Antonio Alonso Su%C3%A1rez

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 100–105, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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The rest of this paper describes the IdRank algorithm and is organized as
follows: section 2 describes the IdRank algorithm and shows some results of an
initial evaluation, section 3 elaborates on related work and finally, section 4 with
concluding remarks and future lines ends this paper.

2 IdRank

In this section we will describe in detail the IdRank algorithm and the results
of an initial evaluation of that algorithm. Due to the lack of space we will not
describe here the PageRank algorithm. The interested reader can find a compre-
hensive description of that algorithm in [3].

2.1 IdRank Process

The manual annotation process described in [2] required from the user the anno-
tation or disambiguation of the terms in his/her query using concepts represented
by Wikipedia pages and the usage of relevance feedback to indicate that a cer-
tain Web resource was relevant for that query. By doing so a new annotation
was generated linking the Web resource with the person who has generated the
annotation and with the concepts in the annotated query.

The system has been now extended, so when a user provides a manual anno-
tation as described above, an automatic process starts. This process consist in
downloading the Web resource which is going to be annotated and automatically
extracting from its contents the entities mentioned there using ANNIE. For each
entity, the entity text and the entity type (person, location, organization) are
provided. Additionally, the links to Wikipedia pages in the contents are also ex-
tracted, because they can be considered as annotations introduced by the page
author at authoring time.

Now IdRank can run, using the information already available: the manually-
generated annotation, the links to Wikipedia pages mentioned by the Web re-
source and the entities. The IdRank process consist of the following steps:

Candidate finding. The system finds the URLs of the Wikipedia pages which
are candidates to represent each of the input entities. In order to do so, the
system uses Yahoo APIs4 to query Yahoo with a site restriction wikipedia.org as
many times as different entities (different pair entity text/entity type) need to
be disambiguated. The resultant set of Wikipedia URLs is modified by adding
the Wikipedia URLs extracted from the Web resource content and the ones used
in the manual annotation. In the case of URLs obtained from queries, we store
also the position of each URL in the original Yahoo result set for later usage.

Duplicate removal. The algorithm processes the Wikipedia URL set to filter
duplicates. One of the difficulties of this filtering process is the fact that there
are several Wikipedia URLs representing the same concept (pages in different

4 http://developer.yahoo.com/search/
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languages, redirections). Due to this, the filtering process requires to download
and process the candidate Wikipedia pages extracting the language links from
that pages and detecting HTTP redirections when downloading a certain page.
Once that we know the different Wikipedia URLs that can represent the same
concept, we can assign a unique identifier to the concept (a URI) and store
the mapping between that URI and the original Wikipedia URLs. So given the
original Wikipedia URL set we obtain a set of unique URIs in which each URI,
each concept, appears only once. In this page-processing step, we also extract
the links between Wikipedia pages, which will be used in next step.

Ranking computation. A semantic network is built with the URIs that re-
sult from the duplicate removal process. In such network, nodes are concepts
represented by URIs. There can be two kinds of links between that nodes:

1. A bidirectional anchor link between node u and node v appears if there is an
HTML link between any of the Wikipedia pages that represent the concept
u and any of the Wikipedia pages that represent the concept v or vice versa.

2. A bidirectional cooccurrence link between nodes u and v appears if there
are former manual annotations defined by this or other users which use the
concept u and the concept v in annotating the same Web resource (exploits
the information about cooccurrence of concepts in Web resources).

We will give weights to these links. The anchor links are handled in the same
way as in original PageRank, that is, each node gives the same weight to all of its
forward links. The weight of the cooccurrence links, not included in PageRank,
is computed using the cooccurrence frequency of the linked concepts. Mathemat-
ically, this can be expressed as:

αuv =
fuv∑

kεCv

fkv

(1)

Where fuv is the cooccurrence frequency of concepts u and v, that is, the number
of Web resources annotated both with u and v divided by the number of Web
resources annotated with v. Cv is the set of concepts in the semantic network
that cooccur with v in at least the annotations of one Web resource apart from
the one being analyzed.

Apart from link information, the original PageRank algorithm included a vec-
tor E used for ranking personalization giving more weight to certain nodes in the
network. In IdRank, the values of this vector are computed taking into account
the usage in the recent past of the concept u in the annotations of the same user
who is defining the current annotation. In that sense the algorithm learns from
past user annotations. In practice, the value of the u component of the vector
E, E(u), is directly proportional to the number of times the concept u has been
used in the last M annotations performed by the user, being M a parameter of
the algorithm.
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Taking into account all these contributions we obtain the following equation,
adaptation of the original PageRank equation in [3]:

R(u) = kA[
∑

∀v∈S

(β1
1

Nv
+ β2αuv)R(v)] + kEE(u, M) (2)

Where R(u) is the ranking of the node u, S is the set of nodes in the semantic
network, β1 = 1/2 if there is an anchor link between v and u or 0 otherwise,
β2 = 1/2 if there is a cooccurrence link between u and v (u �= v) or 0 otherwise
and Nv is the number of anchor links of v. In order to control the influence on
the final results of each of the components of the algorithm we use two constants
kA and kE such as kA + kE = 1.

We solve this set of equations for each value of u using appropriate numerical
methods, as the one described in [3], obtaining as result a weight for each of
the candidate concepts in the semantic network. Then we translate back the
URIs of the concepts to Wikipedia page URLs using the table generated in the
duplicate removal step. Each URL, associated to a certain URI, is assigned the
same weight as the algorithm gives to the URI. For each of the original entities
the algorithm assigns as Wikipedia representation the candidate whose URL has
highest weight. If a certain entity has more than one candidate with maximal
weight, the algorithm uses the original Yahoo ranking to decide.

2.2 Evaluation

We have carried out a basic experiment to test the behavior of the IdRank algo-
rithm. In that experiment we use a corpus of ten documents that were obtained
by querying a repository of news items looking for Alonso and selecting randomly
some documents. The entities in these documents were automatically detected,
but, in order to avoid the noise introduced in the evaluation of the disambigua-
tion algorithm by the errors in the entity extraction process, the entities were
reviewed by two human users. At the end we got 118 entities, 65 of them unique.

For each entity, we looked for the entity text in Yahoo with a literal query
(among quotes) and a restriction site:wikipedia.org in order to find its candidates.
We limited to ten the number of results returned by the search engine and filtered
special pages of Wikipedia (like user pages and talk pages) from the result set.
Additionally, we have manually reviewed the candidates information in order to
check whether ten results per entity were enough for the process, and we got
that only in 7 cases (4 different entities) there was not any Wikipedia page in
the result set that could be used to represent the real meaning of the entity.

We compared our algorithm with two other naive algorithms: one simply as-
signs to each entity the first result obtained from Yahoo when looking for the
entity text in Wikipedia. The other one simply computes the Levenshtein dis-
tance between the entity text and the Wikipedia page title using the SimMetrics
library5 and assigns to each entity the Wikipedia page whose title is more similar
5 http://sourceforge.net/projects/simmetrics/



104 N. Fernández et al.

to the entity text. Additionally we tested our algorithm in two modes: working
with user history (past annotations) and without user history (that is, only us-
ing the information on anchor links in the disambiguation process). We build
the history by randomly selecting two entities in each document and manually
annotating them.

The parameters of the algorithm were: kA = 0.7, kE = 0.3 and M = ∞, that
is, we use all the annotations in the history as context for the disambiguation
process. We ran the different algorithms over the corpus and then manually
checked the correctness of the assignments entity-Wikipedia page.

The results of these experiments are shown in table 1 where the number of
right assignments entity/page are shown. First represents the first result algo-
rithm, Sim the text similarity algorithm, Links IdRank using only the anchor
links information and All IdRank taking all the information into account.

Table 1. Evaluation results

First Sim Links All
78 60 89 98

3 Related Work

There are several approaches in the state of the art dealing with named entity
disambiguation. These different approaches can be characterized according to a
number of criteria. One of these possible criteria is the context used to disam-
biguate the entity. Some approaches use the complete document [5] as context.
Others use a number words before and after the entity like [10, 9]. Although
some approaches use both common words and named entities as context [10],
others suggest that better results can be obtained using as context only other
named entities [9]. Another criteria is the use of knowledge sources like lexical
databases, ontologies, etc. There are approaches that make use of such knowl-
edge sources [4, 8] and approaches that try to cluster the named entities without
any reference to an available list of possible instances [10, 9]. Finally we can
further calssify the approaches with respect to the disambiguation algorithms
used: statistical procedures [7, 10, 9], morphosyntactic analysis [9, 5], algorithms
exploiting the information and structure provided by an ontology [8], etc.

The usage of a semantic network ranking algorithm, which also takes into
account the temporal component of users’ interests are the main differences of
our approach compared with the ones in the state of the art.

4 Conclusions and Future Lines

In this paper we introduced the IdRank algorithm developed to address the
problem of named entity disambiguation. It is used for semantic annotation of
Web resources taking Wikipedia as knowledge source. Though some initial results



Semantic Annotation of Web Resources 105

on evaluation are reported, more intensive tests need to be run, for instance in
order to measure the influence of the parameters of the algorithm in the final
results.
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1 Motivations

In this paper we would like to propose a new hybrid scheme for learning approx-
imate concepts and causal relations among them using information available
from the Web. For this purpose we are applying fuzzy cognitive maps (FCMs)
as a knowledge representation method and an analytical tool. Fuzzy cognitive
maps are a decision-support tool, analytical technique, and a qualitative knowl-
edge representation method with large potential for real world applications.
FCMs are able to express the behavior of a system through the description
of cause and effect relationships among concepts. FCMs can be represented as
directed graphs consisting of concepts (nodes) and cause and effect relation-
ships (branches) among them. The concepts represent states that are observable
within the domain. The directions of branches indicate the causal dependency
between source and target concepts. In spite of a quite simple construction and
relatively easy interpretation, which can play a key role while constructing deci-
sion support systems, it’s expected that FCMs can express complex behaviors of
dynamic systems. The basic formalism of FCMs is presented in section 2. Obvi-
ously, there are also drawbacks of FCMs, that have been mentioned, e.g., in [4].
Also, it can be mentioned that, among the many extensions to FCMs, there is
still lack of common formalism, which causes some difficulties when comparing
one with another.

In spite of many disappointing factors such as random walk theory, a problem
with reliable verification, and other known difficulties, we have selected stock
market modeling and financial time series prediction as the targeted application
areas for the proposed theoretical approach. The problem of time series pre-
diction has been extensively investigated applying statistical models. Another
well-known approach to modeling stock market behavior is to apply machine-
learning techniques. The literature on both of these approaches is very extensive
and far beyond the scope of this paper. In spite of a large number of research
efforts, the problem continues to be an interesting challenge. The review of ap-
plicable methods can be found in [1]. Among many possible solutions for this
kind of application, there is the possibility of applying approximate reasoning
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methods [9], particularly the theory of fuzzy sets [13] and fuzzy cognitive maps
[5, 6]. The application of FCMs for the problem of financial time series prediction
has been investigated in [6].

From the point of view of the application targeted in our research, most of the
existing works deal with relatively small numbers (5-10) of concepts. However, in
many practical applications such as stock market decision support systems, it’s
possible to recognize thousands of concepts. In addition, most of the concepts
are approximate, or they depend on parameters (e.g. time dependant) which are
initially unknown. Managing and learning a large number of parameterized con-
cepts and the relationships among the concepts are challenges that are addressed
in this paper. Another objective of this study is to evaluate the usefulness of the
learned concepts, considering their mutual relationships that are learned at the
same time.

2 Fuzzy Cognitive Maps

The notion of a concept in the context of information systems has been defined
in [8] and investigated in generalized approximation spaces [9]. The idea of cog-
nitive maps (CMs) has been introduced in psychology [12] and used primarily
as a modeling tool in the social sciences [2]. FCMs introduced by Kosko [5]
combine in their representation schemes some of the achievements from fuzzy
logic, neural networks, and statistical (Bayesian networks) theories. There are
many extensions to the generic FCM model. A review of them can be found in
the literature [7, 10, 11]. The dynamic cognitive networks (DCN) [6] introduce,
among other ideas, the possibility of representing nonlinearities and temporal
phenomena in data. The proposal of high order FCMs [11] overcomes the lim-
itation of generic FCMs in modeling high order dynamics by adding memory
to the concepts’ nodes. For the purposes of our research, the state of a generic,
fuzzy, cognitive map at a discrete time step is defined by Eq. (1). The definition
intends to involve only the objects that will change over time, and, if the time
is considered, the respective objects will be complemented by letter t .

FCM = 〈C, A, W 〉, (1)

where:

C is the finite set of approximate concepts, such that every concept c ∈ C can
be mapped to a real number by the respective function from a ∈ A.

A is the set of functions, and every ai : C → [0, 1] defuzzyfies a concept ci and
can be interpreted as the degree of the concept’s so-called activation level.
For simplicity ai will be understood as the value of ai(ci).

W is the set of weights such that wij estimates a function μ(ci, cj) in time step
t that represents an a priori, unknown causal relationship between any two
concepts μ(ci, cj) ∈ [−1, 1] , where: ci, cj ∈ C. Intuitively, the negative value
of wij indicates that the activation of ci causes the deactivation of cj .
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Basically, FCMs can operate in two modes: the exploitation mode and the learn-
ing mode. While in the exploitation mode, the activation level of every concept
is obtained on the basis of the transformation function stated in Eq.2.

ai(t + 1) = ai(t) + f(
n∑

j=1,j �=i

wijaij), (2)

where f is the threshold function that serves to reduce unbounded values to a
strict range. It can be defined as a sigmoid function f = 1

1+e−λx , in which the
parameter λ determines the shape of the function and is usually set to 5 [11]. A
discrete time simulation is performed by iteratively applying Eq. 2. During the
iterative process, the state vector a may converge to the: a) fixed-point attractor
(a remains unchanged), b) limit cycle (a repeats), c) chaotic attractor (a changes
and repeating states never occur). The inference in FCMs can be expressed by
the matrix multiplication a = A × W with matrices A, W built on the basis of
the corresponding sets.

As mentioned before, the second mode of FCM operation is its learning, a
focus of our research. The algorithms proposed in the literature target different
application requirements and try to overcome some limitations of FCMs. The
learning methods of FCMs can be of two basic types, i.e. evolutionary [10] or
adaptive [4], which are mainly based on, but not restricted to, the application of
Hebbian rule: wij(t + 1) = wij(t) + α(t)[∇ai∇aj − wij(t)], α(t) = 0.1[1 − t

1.1N ],
where N is the parameter. The advantage of good global exploration of evolu-
tionary algorithms has been exploited in [10] . The promising results applying
local adaptive learning have been reported by many researchers e.g. [7]. A new
hybrid algorithm [7] combines the preliminary stage of adaptive learning with
the evolutionary fine-tuning of weights afterwards. The proposal of a balanced,
differential-learning algorithm [4] addresses the problem of too-strong, accumu-
lative, many-to-one inductive bias while applying generic Hebbian learning. Most
of the existing approaches assume that the set of concepts is fixed by the do-
main expert by means of the cardinality of C and the identification of particular
concepts. It has been also proposed [3] to describe the concepts by a set of fuzzy
rules. Thus, the process of concept identification can be automated by match-
ing observations to the set of fuzzy membership functions incorporated in the
concept description.

3 A New Scheme for Learning Concepts and Causal
Relations

Before presenting our new scheme for joint learning of concepts and causal real-
tions among the concepts, let us introduce a basic notation. As mentioned earlier,
the concepts are indexed in C by the letter i. Assume that Ck ⊂ C is a subset of
concepts and assume ∀kcard(Ck) = const over time and card(C) 	 card(Ck).
Finally, if ci is a concept, then ci ∈ Ck ⊂ C. For the concepts ci from any
Ck, it is possible to construct a vector i of their respective indices in C. Let
ap

i : C → [−1, 1] be a parameterized function, where p denotes the parameter
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of ai. In particular case of temporal concept, the parameter p can be related
e.g. to time. Obviously, the number of parameters can be increased if attention
is paid to the size of the space P . Let p ∈ P be a vector of parameters in the
corresponding parameters’ space. Discretization of the parameters’ values in the
a priori determined intervals should be made: pi ∈< pd

i , p
g
i >, pi, p

d
i , p

g
i ∈ N. The

discretization for the set of wieghts W should also be performed. Assume that
all random generators work with uniform probability distributions over their do-
mains and that the time constants t1, t2, t3, tfinish are the parameters. A general
scheme of the proposed learning algorithm is presented below:

1. Let t = 0, generate randomly a subset Ck from C,
2. Construct a vector i
3. For all ci ∈ Ck, randomly generate the values of p
4. Construct a population of genotypes g such that every: g =< i, p >
5. Randomly generate card(Ck)2 weights wij ∈ W
6. Construct (or complement if necessary) the set of phenotypes such that (ac-

cording to E.q.1): fcm =< Ck, A, W >
7. For every fcm, run a learning process with the discretization of time (sim-

ulated or real time) t ∈< t1, t2 > (apply the incremental, adaptive-learning
algorithm e.g. Hebbian-like)

8. Switch every fcm to the exploitation mode for the time interval t ∈< t2, t3 >
and evaluate each on the basis of the number of the correct predictions

9. Perform the selection of the fcm individuals for the reproduction pool
10. Complement the set of genotypes (applying evolutionary operators)
11. If t < tfinish, go back to step 6
12. Finish

The idea of the proposed algorithm is to bind both types of learning, evolutionary
searching in the concepts’ space, with the process of adaptive training of causal
relationships among them. Thus, dependency exists between the evaluation of
the concept alone and its effectiveness while constructing relationships with other
concepts. This seems to be essential for the targeted application. It should also
be noted that our algorithm involves the possibility of incremental learning.
The set of concepts C can be constructed partially by experts or complemented
dynamically by applying diverse machine-learning methods, even those that work
on the basis of real-time source data. Thus, the large number of possible concepts
can be verified for the ability to provide predicting capabilities.

4 Collecting Data from the Web for the Stock Market
Decision Support System

The concepts considered in our research can be completely different types. On
the basis of heterogeneous off-line and real-time data sources from the Inter-
net, we are trying to investigate the possibilities of constructing parametrized
concepts and then identifying dependencies among them that could reflect the
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behavior of the stock market. Different kinds of source data, both quantitative
and qualitative, have been considered:

1. static data repository that doesn’t change during the learning process (These
data are extracted from web pages, xml data sources, databases.)

2. data streams (These are mainly so-called ’tick-by-tick’ data, read continously
from the stock market servers during trading sessions.)

The algorithm proposed in this paper is planned as a part of the decision support
system that is still under development and demands extensive testing. In its
preliminary version we have tested among others, the possibility to predict share
prizes on the basis of the parameterized temporal concepts. The results are
partial and therefore cannot be treated as the final achievement of the proposed
algorithm. The main role of the presented partial results is to illustrate the
potential of the proposed algorithm for the targeted application area.

The part of one of the discovered fcm is reflected in the table 1. Assume, we
consider two simple concepts: V olume and SharePrice, the p denotes the time
parameter for the concept V olume(t0−p), where t0 is the reference time point. In
the second column of the table, w(V olume,SharePrice) denotes the learned weight
of the causal branches V olume(t0 − p) → SharePrice(t0).

Table 1. Causal relationship between share price and volume movement

p w(V olume,SharePrice)

1 -0,152438
2 -0,121069
3 0,4430142
4 0,4420352

5 Conclusions

In this paper, we have proposed a new approach to train fuzzy cognitive maps.
The process of selection and evaluation of concepts has been bound with the
adaptation stage of learning causal relationships among the concepts. The same
evaluation (fitness) function for evolutionary and adaptive learning has been
assumed with the intention of achieving the synergetic effect of the knowledge
optimization. We have also proposed to apply the presented solution to the
automation of learning FCMs on the basis of the large amount of heterogeneous
source data available from the Web.

References

1. A. Abraham, N. Philip, and P. Saratchandran. Modeling chaotic behavior of stock
indices using intelligent paradigms, 2003.

2. Robert Axelrod. Structure of Decision–The Cognitive Maps of Political Elites.
Princeton University Press, 1976.



Learning Fuzzy Cognitive Maps from the Web 111

3. J. Carvalho and J. Tom. Rule based fuzzy cognitive maps – qualitative systems
dynamics.

4. Alberto Vazquez Huerga. A balanced differential learning algorithm in fuzzy cog-
nitive maps. In Proceedings of the 16th International Workshop on Qualitative
Reasoning, 2002.

5. Bart Kosko. Fuzzy cognitive maps. International Journal of Man-Machine Studies,
24(1):65–75, 1986.

6. Dimitris E. Koulouriotis, Ioannis E. Diakoulakis, Dimitris M. Emiris, and Con-
stantin D. Zopounidis. Development of dynamic cognitive networks as complex
systems approximators: validation in financial time series. Appl. Soft Comput,
5(2):157–179, 2005.

7. Elpiniki Papageorgiou and Peter P. Groumpos. A new hybrid method using evolu-
tionary algorithms to train fuzzy cognitive maps. Appl. Soft Comput, 5(4):409–431,
2005.

8. Z. Pawlak. Rough Sets: Theoretical Aspects of Reasoning about Data. Kluwer
Academic Publishers, Dordrecht, 1991.

9. Andrzej Skowron, Roman W. Swiniarski, and Piotr Synak. Approximation spaces
and information granulation. In Rough Sets and Current Trends in Computing,
pages 116–126, 2004.

10. Wojciech Stach, Lukasz A. Kurgan, Witold Pedrycz, and Marek Reformat. Genetic
learning of fuzzy cognitive maps. Fuzzy Sets and Systems, 153(3):371–401, 2005.

11. Wojciech Stach, Lukasz A. Kurgan, Witold Pedrycz, and Marek Reformat. Higher-
order fuzzy cognitive maps. In Proceedings of NAFIPS2006 (International Con-
ference of the North American Fuzzy Information Processing Society), 2006.

12. Edward C. Tolman. Cognitive maps in rats and men. The Psychological Review,
55(4):189–208, July 1948.

13. L. A. Zadeh. Fuzzy sets. Information and Control, vol. 8: 338–353, 1965,
http://www-bisc.cs.berkeley.edu/Zadeh-1965.pdf.



Agent-Based Adaptive Learning Provisioning in a
Virtual Organization�

Maria Ganzha2, Marcin Paprzycki2, Elvira Popescu1 , Costin Bădică1,
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Summary. In this note we consider design of a learning provisioning subsystem for an agent-
based virtual organization. Flexible delivery of learning content is based on matching of ontolog-
ically demarcated user profiles, domain specific knowledge and learning modules.

1 Introduction

Let us start from a sample scenario and consider an organization in which teams of re-
searchers are engaged in R&D projects. Let us assume that teams and�or their members
are geographically distributed (though this is not necessary as the proposed approach
will work in either case). Team work requires collaboration between members and such
collaboration should be supported by an appropriate technology.

It is obvious that support of collaborative research has to go beyond, even most so-
phisticated forms of, document versioning and flow of resources in the hierarchical
structure of the organization. What needs to be taken into account is: (1) representation
of domain specific knowledge – to provide context for management of resources perti-
nent to the project (e.g. establishing a specific “place” of a resource within the domain
knowledge allows for resource indexing and clustering); (2) representation of structure
and flow of interactions in the project – to route resources based on project needs and
responsibilities of team members; (3) representation of user profiles (situated within the
domain knowledge and the structure of the project) – specifies team member interests,
needs and skills (e.g. specifies what to do with new�incoming resources); (4) adaptabil-
ity of the system – as the time passes domain of interest to the project may expand,
contract or shift; functional interrelationships between team members can change; their
interests, needs and skills may evolve.

It is relatively easy to see that these four points can be generalized beyond the col-
laborative work scenario that we started with. Let us assume that we extend the second
point by utilizing a notion of a virtual organization and within such an organization
defining roles and interactions. Therefore, it is important to keep in mind, that the col-
laborative work scenario is used only as an example, while the overarching application
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Information Provisioning” grant.
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is adaptive personalized information provisioning in a virtual organization. In this note
we focus on the way in which in such an organization we can design an adaptive learn-
ing content delivery subsystem.

To this purpose, in the following section we overview our approach to modeling
virtual organizations, with focus on need of worker education. The next three sec-
tions illustrate the use of ontologies, agent systems and resource matching respectively.
Finally, we draw some conclusions, outlining future research directions.

2 Overview of the General Approach

Knowledge management is at the core of our approach and nowadays it is very often
claimed that the best technique for knowledge representation is ontological demarca-
tion. In this context, representation and management of knowledge flow can be achieved
as a result of a two-step process. First, roles of participants are specified, and second,
the real-world organization is represented as a virtual agent-based system. For human
resources, agent roles are combined with domain ontologies, while for other resources
only domain ontologies are used. In both cases an overlay model allows specification
of profiles of individual resources (see [3], [12], [16], [13], [4]).

Let us add that ontological representation of resource profiles naturally supports var-
ious forms of automatic reasoning (e.g. resource matching, query rewriting etc.). Fur-
thermore, ontologies, overlay-based profiles and agent systems are naturally adaptable.
Ontologies can be easily modified, adaptation of overlay-based resource profiles in-
volves changes in weight of individual features, while changes in virtual organization
are easily transformed into changes in agent interactions ([5]).

We can now summarize the fundamental features of our approach to building an
environment for supporting context aware personalized resource provisioning:

1. Domain knowledge will be represented in terms of ontologies.
2. Organizational structure will be decomposed into interacting agents.
3. Overlay model will be used to represent resource profiles.
4. Resource matching will utilize reasoning involving resource profiles.
5. System adaptability will be obtained through: a.adapting structure of the agent

system; b. adapting resource profiles.
6. Human resources adaptability will also be achieved by learning.

Let us now observe that in such a system we can immediately conceptualize learning.
Imagine that a given worker has been assigned a task with a given profile. Additionally,
the worker currently has a set of skills that are represented within her profile. If reason-
ing signals a mismatch of the human profile with the task profile then an e-learning task
may be triggered. Based on the mismatch, an initial goal of the learning task is formu-
lated and the worker (now learner) is enrolled to an e-learning process. At the end of the
learning process, assuming that during learning the learner has also been appropriately
evaluated, her profile is updated accordingly.
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3 Ontologies

It is a well known fact that relations described in ontologies allow the discovery of
knowledge which has not been captured explicitly. For instance, such reasoning could
be used for: (1) inferring interest in concepts along relation of domain ontology, e.g.
from interest in extreme programming and UML specification, it can be inferred that a
given team member is interested in software engineering in general; (2) classification
of keywords found in resources with respect to the definition of classes specified in the
domain ontology.

To be able to properly support the learning process, we will have to extend the uti-
lization of ontologies in the system.

For non-human resources we will use standard ontologies for educational material
(LOM – IEEE Learning Object Metadata [6], IMS MD – IMS Learning Resource Meta-
data [8]). This will allow us to introduce relations between concepts such as prerequi-
sites; e.g. each non-human resource will be linked to a list of concepts that are intended
to be mastered after studying that resource content. Second, the user profile will be
extended to include such learning-related features as: performance level and learning
preferences (this extension could be based on PAPI – IEEE Personal and Private In-
formation [7], or IMS LIP – IMS Learner Information Profile [9]). Finally, relations
describing interactions between the human and non-human resources (type of interac-
tion, start and ending time, etc.) will be included.

Note that a lot of the information about learners can be inferred from their interac-
tions with resources (consulting a certain educational material or asking a peer for help
on a specific problem increases the likelihood that the learner acquired the correspond-
ing knowledge; a somewhat more accurate indication of the learner knowledge level is
the outcome of his interaction with an assessment type resource). All these interactions
will lead to adjustments of weight in the overlay represented profile.

4 Agent System

Following [1], we have envisioned the following basic types of agents in the system: i)
Personal Agent (known also as Interface Agent); ii) Task Agent; and iii) Middle-Agent.
The latter two categories belong to infrastructure agents.

The most basic agent in the system will be a Personal Agent (PA) representing each
worker in the organization (regardless of her�his position). PA’s responsibilities include
human user assistance and management of user profile. On the other hand, TAs are
specialized for dedicated tasks like connecting to a database or provision of resources.
Finally, MAs are specialized in intermediating between requesters and providers (usu-
ally users and�or their PAs and appropriate TAs acting as resource managers) and their
responsibilities include tasks like matchmaking and�or brokering.

A number of additional infrastructure agents will be created, e.g. meeting schedul-
ing, resource management (searching, indexing and clustering), resource profile up-
dating, etc. While the initial set of infrastructure agents will be identified during the
requirement specification phase, we may decide later to incorporate additional agents.
Here, note that one of important advantages of agent-based software engineering is that
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adding functions to the system is relatively easy as it involves adding agents and defin-
ing their interactions with agents already existing in the system.

Finally, in the context of this note, an important feature of the agent-based approach
is that it can be easily integrated with any of existing Learning Management Systems
(LMS). LMSs o�er support for a wide area of activities specific to e-learning, such
as: communication and collaboration tools, registration and authentication tools, secu-
rity features, curriculum design support (authoring tools), assessment support (on-line
testing, automated grading, online gradebook), student tracking and reporting tools, stu-
dent portfolio, groupwork support, instructional standards compliance [15]. All that is
needed is the creation of an agent intermediary that will become an interface between
the LMS and the agent-based system ([14]).

5 Resource Matching and System Adaptability

As indicated above, we plan to use an overlay model for defining resource profiles. In
the case of non-human resources we will overlay the profile over the domain ontology.
In the case of human resources, we will utilize not only the domain ontology, but also
the organizational ontology (e.g. the fact that a given personal agent represents a human
manager at a given level of system hierarchy and thus has to communicate with specified
other agents). Resource profiles will provide context for directing flow of resources in
the system. This will be achieved in two ways: (a) on the basis of information directly
stored in the ontology of the organization, and (b) through context matchmaking, which
should be broadly understood as comparing profile of a given resource to that of another
resource and deciding if there is close enough match for these resources to be of interest
to each other (e.g. establishing on the basis of their profiles – by comparing them and
reasoning over the results – if a given learning module is appropriate to a given member
of the organization).

Finally, resource profiles will be used for collaborative information processing, e.g.
an agent searching for information on a topic will query other agents, profiles of which
indicate that they may be interested in a given subject (and thus store pertinent re-
sources), for useful information.

The implicit feedback method is the most desirable to adapt resource profiles, since
(1) it can be applied both to human and non-human resources, and (2) it is more com-
fortable to the user (who doesn’t need to fill questionnaires or mark resources by hand).
Typically, the notion of implicit feedback is considered to be highly dependable on the
environment in which it is collected. However, our innovative approach can be made
environment independent, since we utilize ontology-based resource profiles. As men-
tioned above, in our approach any interaction between two resources constitutes an
implicit feedback and a potential reason for profile adaptation. Therefore, implicit feed-
back resource profile conceptualization proposed here can be used in a variety of context
aware information provisioning environments.

In the context of e-learning (as learning is also an important component of the sys-
tem), adaptation refers to the creation of an educational experience that is dynamically
changing in order to suit each learner’s needs, with the purpose of maximizing the
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subjective learner satisfaction, the learning speed (eÆciency) and the assessment re-
sults (e�ectiveness) [2].

There are three factors that must be taken into account when talking about
adaptation in e-learning ([15]): (1) the learner (which is characterized by his know-
ledge level, technical background, learning goals, interests, motivation, cultural
background, learning styles, personality traits etc.); (2) the hardware and software plat-
form (PC�laptop�PDA�mobile phone etc, screen size, available input devices, connec-
tion bandwidth, processor performance, memory size, operating system, Web browser
etc.); (3) the environment (the physical environment where interaction takes place - sur-
rounding light, noise, geographical location and other external elements that may have
a influence).

Thus matching between resources can also be based on the above criteria. For exam-
ple, a non-human resource (e.g. an educational material) will be considered appropriate
to a learner if there is a correspondence between the following characteristics of the
non-human and human resource profiles, as described in their respective ontologies: i)
the prerequisites level and the knowledge level; ii) the intended purpose and the actual
learning goal; iii) the most appropriate learning style and the recorded cognitive char-
acteristics; iv) the desirable hardware and software features of the used device and the
actual platform available.

The resource matching will be managed by a dedicated infrastructure agent. The
matching logic will be flexible, unlike traditional fixed-pedagogy approaches, being
able to incorporate various instruction strategies (e.g. matched learning style in case of
high activity level learners and mismatched learning style in case of low activity level
learners [11]).

Rules for matching human resources are di�erent and depend on the objective. In
case of collaborative problem solving (group forming), a “heterogeneity rule” may
be applied, since studies have shown that learners work best in mixed-ability groups
[10, 17]. Slavin [17] for example recommends a group size of four: one high achiever,
two average achievers, and one low achiever. Other learner characteristics can be taken
into account, like personality traits (introvert or extrovert), attitude toward team work,
motivation, goals, interest for the subject.

In case of o�ering support as peer help, a “near-peer-matching” rule could be ap-
plied [18]: when a learner needs help, she�he will be directed to a peer with a slightly
higher knowledge level. This will insure a fair distribution of help demands (avoiding
the situation that the highest proficiency learners will be overcome) and also provide
learners with the opportunity of explaining to others what they have just understood
(”learning by teaching”). The matching will be done by means of negotiations between
the personal agents of learners, and will be based on their profiles.

6 Concluding Remarks

In this note we have outlined how a conceptualization of a virtual organization utilizing
ontologies and software agents can be used for personalized adaptive delivery of educa-
tional content. We have discussed how the overlay model on profile instantiation allows
for resource matching and thus helps establishing when a human resource is in need
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of training and which training module should be utilized. As future work we intend to
implement the suggested approach and provide real-world validation.
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Summary. The use of online collaboration environments has become exceptionally
widespread over the past decade. One of the most popular styles of collaboration are
the “wiki” web sites. They have attracted attention because of their policy of letting
anyone become an editor. This paper presents the technique for the analysis and vi-
sualization of Wikipedia - the largest wiki in existence. Specifically, it concentrates on
some activity patterns of its contributors. First, a new visualization and analysis tool
named JWikiVis is presented. Second, with the use of this software, some interesting
user behaviors are described. Finally, text classification algorithms are applied in order
to determine some patterns observed in individual wiki pages as well as in the entire
service.

Keywords: information visualization, Wiki, collaboration, text categorization, text
and web mining.

1 Introduction

A wiki is a type of Web site that gives every user the possibility to contribute to
its content, very often without the need for registration. Such an approach makes
a wiki an effective tool for collaborative authoring. Vandalism seems as a natural
consequence of the open philosophy of this technology. The only outcome that
we should expect is mess and vulgarism on the pages. And these things happen
very often, still wikis seem to work very well. The important question is who
does what and what constitutes the success of wiki technology? Furthermore,
exploring multiple visual presentations, or visualizations, often helps a user make
sense of a large collection [9].

Although most wikis are open to the public, an organization of roles (read-
ers, editors, reviewers, destroyers, etc.)[1], as defined in Nupedia project, is also
visible. Most of the actions like creations, mass and small deletions, corrections,
and swapping of some parts of text, when visualized and analyzed, can provide
useful information concerning behaviors of groups, for instance the discrepancies
between anonymous and registered users. Furthermore, the statistical analysis of
articles together with the graphical representation can serve as a tool for finding
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some interesting trends within the service or for the prediction of the direction of
a wiki evolution. Obviously the most interesting wiki for research is Wikipedia,
with its 1 500 000 articles in English version only and multilingual content
(see [11]).

The remainder of the paper is organized as follows. Section 2 presents
related work. Section 3 explains visualization approach and algorithms used. Sec-
tion 4 presents analysis of behaviors and trends observed in the system. Finally,
section 5 describes possible future development directions and summarizes
the paper.

2 Review of the Related Work

The philosophy of most popular wiki system - MediaWiki - is that it should facil-
itate correction of mistakes, rather than preventing them. MediaWiki’s ”diff”and
”hist” features are such tools that help in restoring the article’s content, viewing
changes etc. They does not allow, however, to depict whole development history
of the article. The research conducted by F. Viegas et al. [4] shows how such
broader system - called History Flow - might be constructed, using highly visual
means. Our approach, dubbed JWikiVis, has been highly inspired by History
Flow, and delivers similar visualization power addressing History Flow deficien-
cies. Other work in the area is The ThemeRiver visualization[9] which depicts
thematic variations over time within a large collection of documents. Visualiz-
ing the affective structure of a text document is the subject matter of [5] and
graphical representation of interaction in an on-line collaboration environment
is described in [2]. Finally, the semantic coverage of Wikipedia and its authors
is dealt with in [10].

3 The Visualization System

The main corpus that we used for visualization and analysis was Polish version
of Wikipedia, specifically the complete page edit history from November 2006,
totaling 520882 pages and 5158509 revisions, resulting in 28GB of data. The
visualization software - JWikiVis - has been written mainly in Java, with 3-D
components partially implemented in C++.

3.1 JWikiVis - The Visualization Part

True text visualizations should represent textual content and meaning to analysts
without them having to read it in the manner that text normally requires[6].
Main factors that determined the type of the visualization was the structure
of text in Wikipedia articles. A text is a string of characters which is modified
at some intervals. Such an approach limits the illustration possibilities to two
dimensions with text-corresponding structures on one axis, and the flow of time
on the second. In this fashion works the main part of JWikiVis visualization.
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(a) 2-D visualization of the article about
’Jolanda Di Savoia’

(b) 3-D Visualization
of the article about
’Jolanda Di Savoia’

Fig. 1. JWikiVis 2-D and 3-D visualization

The example in figure 1(a) shows the result for the article about Italian county,
Jolanda Di Savoia.

Every single rectangle in the picture presents the part of text - paragraph
or single line. In the example, rectangles correspond to the paragraphs. In fig-
ure 1(a) there are 11 paragraphs altogether - first row of the table - numbers
0-10. On the left-hand side we can see the name of the contributors and the date
of their revisions. Rows represent the article at a certain point of time indicated
by the revision time, and columns - parts of text. Columns are the added parts
of texts in all revisions - set of all positive entries. Each part is assigned certain
column in this set. When a part is placed in certain revision (row), it takes only
the position (column) of a part existing in that revision keeping at the same
time the correct order of the whole article’s text. In last revision in fig. 1(a) the
orange rectangle - first part in text - is placed in the second column - first exist-
ing part in that version. JWikiVis is not limited only to 2-D visualization. The
three-dimensional representation of the above example is shown in figure 1(b).
The third, z-axis, is the user axis, on which every user is placed on the separate
level, what is helpful for examining certain user’s contributions.

4 The Entries and Trend Analysis

Having all the necessary tools (including document multi-classifier presented in
[3]) we can make some analysis of typical contributors’ behaviors and trends in
Wikipedia. The examination of the behaviors revealed some common patterns
like anonymous versus named authorship[3], negotiation, content stability, van-
dalism and repair described in [4]. Additionally, evolution in subject matter of
the documents and the activity of edits in some areas were observed. Here we
can present only a small example of the analysis prepared in [3].

4.1 Parts Durability

There are two factors that determine the appearance of JWikiVis’s charts. First,
the number of parts of individual users. Second, and more important, is the time
of existence of these parts. If a user added fewer parts which existed for a long
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time, their contribution to the chart may be more significant than those who
added more, but short-living ones. The full description and visualization from
the user perspective is presented in [3].

In order to better understand the durability issue we have to focus on the
article as a whole, not only on the individual contributors. It would seem nat-
ural that pages would tend to stabilize over time, but pages change in size and
turnover in text [4]. Figure 2(a) presents the article about ’Optical Disk’. Notice
that the parsing delimiter was a single new line character. Figure 2(b), on the
other hand, presents the same article but with a double new line character - a
paragraph - as a delimiter.

(a) ’Optical Disc’ with a single new line
character as a delimiter

(b) ’Optical Disc’ with a double
new line character as a delimiter

Fig. 2. Visualization of the same article depending on the delimiter

In fig. 2(a) noticeable is the fact that there are many long columns what
indicates that some parts existed through many subsequent revisions. Moreover,
initial text of a page usually exists longer and suffers fewer changes than the
parts added later. Another indication of that hypothesis can be the “stairs” in
the middle part of the picture. Such “stairs” inform that corresponding texts
did not last for more than one or two revisions. As the consequence new parts
appeared and disappeared very often. The second figure, tells another story. With
the exception to three or four parts, none of the paragraphs survived more than
5 revisions. It is because a change in a sentence causes a paragraph to be marked
as deleted. Hence, we can conclude that most of the changes were rather small
edits within individual lines rather than large modifications of the entire article.
Moreover, the graphical representation of Wikipedia articles is very often an
unstructured formation. It is because people tend to delete and insert new parts
rather than move already existing text. One explanation given by F.Viegeas et
al. [4] is that Wikipedia editing window is small what makes it difficult to see
whole article at once. Other explanation can be that users usually agree on the
order of paragraphs and sentences in the documents, but they think they should
be formulated in a different way. There is another issue concerning the durability
of parts in the article, namely how long they have existed in time rather than
in how many revisions. In other words, we want to see the revisions scaled by
date[4], figure 3(a).

Some of the parts which existed in many revisions also survived significant
amount of time, but there are also some that are almost invisible because of
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(a) ’Optical Disc’ scaled by date (b) Editing activity of Kaz-
imierz Marcinkiewicz page

Fig. 3. Different visualization of frequency patterns

their short time of existence. Specifically, places where users seemed to disagree
on the topic are now hidden. This suggests that whenever there is something
controversial or users have different opinions on the matter, revisions occur more
often. Figure 3(a) is also very helpful in scrutinizing frequency patterns which is
the subject matter of the following subsection.

4.2 Frequency Patterns

Users become significantly active in editing certain page in the time of year
which somehow corresponds to the content. This behavior is ’marked’ by gray
horizontal strips in the scaled version of ’Optical Disk’ and peaks in figure 3(b)
about Polish politician, Kazimierz Marcinkiewicz.By scrutinizing the charts we
can find some important facts concerning people’s lives, about whom the ar-
ticles are. Secondly, the anniversaries of important history events is indicated
by the increased activity in the corresponding history articles. Finally, high fre-
quency of contributions during the whole period may indicate that the topic is
highly controversial. The issue about controversial articles as well as vandalism,
disagreement and negotiation patterns are examined in [3].

5 Future Work and Conclusions

One of the most important aspects for the daily use of Wikipedia is the strong
interconnection of its articles through the links[7]. Two pages can be treated as
neighbors if their links direct to each other or if they link to the third, different
page. If two pages point to many same sites, their similarity may increase. In this
fashion we could find another measure of similarity of pages and create theme
maps [8]. It may be revealing, also, to detect pages having similar visualization
structure. We hope that the discrete character of JWikiVis visualization, with
some improvements and corrections, may turn out to be a sufficient tool for such
analysis.

The evolution of a topic in Wikipedia is a complex and long process during
which many patterns occur. Contributors act in different, positive and negative
roles. Negotiations, disagreements, acts of vandalism are the examples of pos-
sible behaviors taking place in wiki communities. JWikiVis is a visualization
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software that helps to understand how collaborative documents are created and
how they evolve over time. MediaWiki engine together with Wikipedia’s Talk
pages and forums provide tools to heal undesirable effects. However, in order to
understand and possibly prevent these activities as well as to have a detailed
insight into many positive patterns a visualization information is needed. We
hope that JWikiVis and its future development can satisfy some of these needs.
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Summary. In this paper, we present a fast and scalable Bayesian model for improving
weakly annotated data – which is typically generated by a (semi) automated informa-
tion extraction (IE) system from Web documents. Weakly annotated data suffers from
incorrect ontological role assignments. Our experimental evaluations with the TAP and
a collection of 20,000 home pages from university, shopping and sports Web sites, indi-
cate that the model described here can improve the accuracy of role assignments from
40% to 85% for template driven sites, from 68% to 87% for non-template driven sites.

Keywords: Weakly annotated data, information extraction, classification, Bayesian
models.

1 Introduction

In this paper, our focus will be on improving weakly annotated data which is typ-
ically generated by a (semi) automated information extraction (IE) system such
as [8, 5, 4, 10] from the Web documents. In weakly annotated data, annotations
correspond to ontological role assignments such as Concept, Attribute, Value or
Noise. Weakly annotated data has two major problems; (i) might contain incor-
rect role assignments, and (ii) have many missing attribute labels between its
various entities.

We will use the Web pages in Figure 1 to illustrate weakly annotated data
that might be extracted using an IE algorithm such as [4, 10]. Each of these
pages presents a single instance of the ‘Digital Camera’ concept. In Figure 1(a),
attributes such as ‘storage media’, and values such as ‘sd memory card’ have
uniform and distinct presentation. However, for an automated system it would
be extremely difficult to differentiate the ‘storage media type’ label as an at-
tribute and ‘sd secure digital’ as its value due to their uniform presentation in
Figure 1(b). On the other hand, in Figure 1(c) the attribute ‘storage media’ does
not even exist, but only its value ‘sd memory card’ has been reported.

For weakly annotated data, we propose a domain specific probabilistic model
that utilizes contextual regularities of labels to improve its overall accuracy by

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 124–129, 2007.
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(a) (b) (c)

Fig. 1. The instance pages for Canon digital camera from three different Web sites.
Digital camera specifications are marked by dashed boxes in each page. In page (a),
attributes are explicitly given as bold whereas in (b) they are not obvious. On the other
hand, the attributes are altogether missing in (c).

automatically correcting their role assignments. We formulate the role as-
signment problem as a classification problem. We use a Bayesian model due to
the robustness of Bayesian models on classification tasks [9] with large number
of features. Since discovery of the Bayesian network dependencies on data is a
hard problem [3], we stick to the independence assumption which also ensures
the scalability of the proposed model for the Web data.

The distinguishing feature of our model from the standard Bayesian mod-
els is the preservation of the hierarchical structure of the relational graph (see
Section 2 for details) by incorporating the edge probabilities. Furthermore, the
number of features (i.e. tagged labels) are not fixed, as required by some of the
conventional classification methods. Due to the space limitations, the model and
the experiments are briefly discussed in this paper; interested reader may refer
to the technical report [7].

Probabilistic Relational Models (PRMs) [6] are powerful methods to learn the
underlying structure of relational data. However, they assume strongly annotated
data, and their scalability is a problem which makes it inappropriate for the Web
data.

2 Probabilistic Model

From the automatically extracted data we generate a relational graph of the
domain where nodes correspond to the labels with assigned roles, and the edges
correspond to association strengths between nodes. Such a graph would capture
the global occurrence statistics of the labels and their associations within a
domain.
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Fig. 2. A portion of the relational graph for
the Shopping domain is shown. Each node is
composed of a 〈label, role〉 pair. The thick-
ness of an edge is proportional to the associ-
ation strength between its nodes.

We will briefly explain how the
system operates on the example
given in Figure 1. A fragment of the
corresponding relational graph is de-
picted in Figure 2. Consider the la-
bel ‘storage media’ marked in Fig-
ure 1. A collection of Web pages such
as those in Figure 1(a) will yield
a strong association between ‘canon
sd200’ as an object and ‘storage me-
dia’ as an attribute. Whereas the
incorrect annotation extracted from
Figure 1(b) will yield a weak asso-
ciation between ‘canon a520’ as an
object and the ‘storage media’ as a
value. Hence, the Bayesian classifier

presented here would be able to re-assign the attribute role to the ‘storage media’
label by using the statistics in the relational graph within its context.

The notation used for formalization is given as follows:

• The set of all labels in the domain is denoted as L.
• The ontological roles R is the set of Concept, Attribute, Values or Noise.

Formally, R = {C, A, V, N}.
• A term is a pair 〈l, r〉 composed of a label l ∈ L and the role r ∈ R.
• We denote a Web page as the set of its terms. Formally, assuming m labels

in the Web page W ; W = {〈l1, r1〉, 〈l2, r2〉, . . . , 〈lm, rm〉}.
• The relational graph G is a weighted undirected graph where the nodes

are the terms in the domain, and the weights on the edges represent the
association strength between the terms.

The node weights of G are initialized to be the counts of the corresponding
terms in the domain corpus, and the edge weights are initialized with the counts
of the corresponding edges between its terms.

2.1 Label Role Inference

The problem of role assignment for each label can now be formally defined as
follows;

Definition 1. Given a Web page W, the probability of a term 〈l, r〉 where l ∈ L
and r ∈ R is P (〈l, r〉|W).

And, the role with the maximum probability will be the role assignment for the
particular label l that is, arg maxr P (〈l, r〉|W). For simplicity we use the naive
assumption, which states that,

Assumption 1. All the terms in G are independent from each other but the
given term 〈l, r〉.
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Furthermore, we only utilize the first order relationships of a term in its context,
i.e, neighbors of the term in G. During the role assignment probability calcu-
lation of a term, since we would like to utilize only the label’s context we also
assume,

Assumption 2. The prior probabilities of all the roles of a label l are uniform.

Note that, the priors of the roles of the labels other than l in the Web page
are their support values as determined by their frequencies. To motivate the
idea, consider the label ‘Instructor’. ‘Instructor’ rarely occurs as a concept in
the Courses domain. Some of its attributes can be listed as ‘Phone’, ‘Fax’, ‘E-
mail’. However, since ‘Instructor’ usually appears as an attribute of a course
in other documents. Thus, the prior probability, i.e., P (〈Instructor, A〉) >>
P (〈Instructor, C〉), might strongly bias the the role assignment towards its
more common role. This would yield an incorrect tagging for the label as an
attribute.

Now, with the above assumptions, we can state the following theorem.

Theorem 1. Let W = {t1, t2, . . . , tm}. Then,

argmax
r

P (〈l, r〉|W) = arg max
r

m∏

i=1

P (〈l, r〉|ti). (1)

Proof. Omitted due to the space limitation. For details, see [7].

As shown in Figure 2, a conditional probability such as P (t|ti) depends on the
association strength between the terms t and ti in the relational graph G. That
is, P (t|ti) = P (t,ti)

P (ti)
= wtti

wti
by Bayes’s rule where wtti is the weight of the edge

(t, ti) and wti is the weight of the node ti. Our probability model is based on
the methodology of association rules [1]. Hence, the initialization for the above
conditional probabilities is defined analogous to P (t|ti) ≡ Confidence(ti → t)
[2]. This formulation is consistent with Assumption 2 since it is independent
from the prior, P (t).

3 Experiments

The two data sets used in the experiments are TAP and Homepage data sets.

3.1 TAP Dataset

Stanford TAP Knowledge Base 2 [8] is a well-known template driven data set. We
selected categories including AirportCodes, CIA, FasMilitary, GreatBuildings,
IMDB, MissileThreat, RCDB, TowerRecords and WHO. These categories alone
comprise 9, 068 individual Web pages.
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Fig. 3. Performances of the
Bayesian (BC) and the naive
Bayes (NBC) classifiers for label
accuracies

To test our probabilistic method, first we
converted the RDF files in TAP into triples.
Then we applied {5%, 20%, 40%, 60%} dis-
tortions to obtain four test cases of weakly
annotated data. For each tagged label in the
data set, one of the two distortion types,
deletion or role change, was chosen randomly
during the distortion process.

For each Web site, a Bayesian classifier
was trained (since domains are different).
The evaluations of TAP data set are con-
ducted in an automated way assuming that
the original TAP data set has the correct an-
notations. As a baseline method, we used a
naive Bayes classifier. Figure 3 depicts the average final accuracies of Web sites
for different test cases.

Overall results show that there is a large gap between the Bayesian and the
naive Bayes classifiers. Bayesian model can improve the accuracy from 40% (60%
distortion) to 85% whereas naive Bayes only slightly improved the initial accu-
racies (less than 10%). The individual accuracies of different Web sites don’t
vary significantly. We observed that the performance is usually better with the
Web sites containing large number of Web pages due to the high consistency and
regularity among the Web pages.

3.2 Homepage Dataset

Fig. 4. Performance of the Bayesian
classifier in homepage data set

We prepared a data set which is composed
of faculty, course home pages, shopping and
sports Web pages consisting of 225 Web sites
and more than 20,000 individual pages.

In this experiment, we used the semantic
partitioner [10] to obtain initial annotations
of the labels from Web pages. The semantic
partitioner system transforms a given Web
page into an XML-like structure by separat-
ing and extracting its meta-data and asso-
ciated data. For the evaluations, we created
a smaller data set containing randomly se-
lected 160 Web pages from each domain, and they are manually evaluated by 16
non-project member computer science graduate students.

The average accuracies of initial bootstrapping by the semantic partitioner
and of the corrected data by the Bayesian classifier is presented in Figure 4. The
recovery rate is highest (24%) in shopping domain due to the more common
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usage of the meta-data. Conversely, the overall accuracy of the sports domain
is the lowest among the four since the variation of the jargon of the domain is
much more than the others.

4 Conclusion

In this paper, we proposed a fast and scalable probabilistic model to improve the
Web data annotations that are generated through (semi) automated IE systems.
Our method can be distinguished by its capability of reasoning with contextual
information. Although the initial data contains many incorrect annotations, the
Bayesian model presented here was shown to substantially improve the Web
data annotations for both template driven and non-template driven Web site
collections.
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Summary. Semantic Web technologies in general and ontology-based approaches in
particular are considered the foundation for the next generation of information services.
While ontologies enable software agents to exchange knowledge and information in a
standardized, intelligent manner, describing todayŠs vast amount of information in
terms of ontological knowledge remains a challenge.

In this paper we describe the research project AVALON - Acquisition and VAL-
idation of ONtologies, which aims at reducing the knowledge acquisition bottleneck
by using methods from ontology learning in the context of a cybernetic control sys-
tem. We will present techniques allowing us to automatically extract knowledge from
textual data and formulating hypothesis based upon the extracted knowledge. Based
on real world indicators, like for example business numbers, hypotheses are validated
and the result is fed back into the system, thereby closing the cybernetic control sys-
tem’s feedback loop. While AVALON is currently under development, we will present
intermediate results and the basic idea behind the system.

1 Introduction

Real-world applications that provide shared meaning understandable for ma-
chines and humans alike require semantic technologies, whose increasing impor-
tance is reflected by the Gartner Group’s prediction that lightweight ontologies
will be part of 75% of application integration projects. Tim Berners-Lee’s vision
of the Semantic Web [1] goes beyond lightweight ontologies and requires a net-
work of trust, in which technology is capable of distinguishing reliable knowledge
from collections of trivial data. Implementing this vision, however, involves the
transformation of massive amounts of existing information, as well as the vali-
dation of the extracted semantics reliability and validity with regards to the real
world they describe. Semantic services not only encompass the World Wide Web,
but also smaller corporate intranets and their integration into a global scheme.
To ensure trust in the extracted knowledge, semantic technologies also need to
cope with the highly dynamic contextual change of information.
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Addressing these challenges, the research project AVALON develops a
new generation of adaptive knowledge acquisition and management services
that test semantic hypotheses by (i) automatically extracting knowledge from
heterogeneous, unstructured information sources, (ii) discovering semantic as-
sociations within the automatically extracted knowledge base, and (iii) validat-
ing the extracted knowledge on observable real-world indicators. The ontology-
supported testing of semantic hypotheses will increase the credibility and use-
fulness of the continuously evolving knowledge base. AVALON’s evaluation and
quality assurance processes utilise (semi-)automatic feedback loops to align ex-
tracted knowledge with external indicators and the expertise of individuals. Such
feedback loops are particularly useful in highly dynamic environments like the
World Wide Web. Therefore AVALON’s methodology is based on a cybernetic
control system [6]: A system with an internal knowledge base monitors real-
world indicators and uses the knowledge base to recommend a particular ac-
tion. If the decision-maker accepts the systemŠs recommendation, his or her
action affects the real world. By measuring changes in the real-world indicators
resulting from taken actions, the knowledge base can be updated and refined
automatically.

AVALON implements such an adaptive process for Web-based resources, au-
tomatically extracting semantics from unstructured and structured information
sources, and validating the extracted knowledge on real-world indicators.

2 Conceptual Approach

AVALON starts by extracting and populating ontologies1 from textual resources
using state of the art techniques (see Section 3). Afterwards, hypothesis can
be formulated upon the extracted ontology and tested statistically against the
observable real-world indicators that describe out-comes of the decision making
process. Based on this testing the knowledge base and subsequently the ontology
can be validated and refined (see also Figure 1 for an overview.).

The formulation of ontology-based hypotheses deserves particular attention.
The granularity of the hypothesis directly relates to the granularity of the on-
tology. In general, we distinguish two types of hypotheses:

• Testing relationships stored in the ontology verifies whether the internal rep-
resentation is accurate; the results strengthen or weaken dependencies among
ontological concepts. This type of test can be performed automatically by
choosing various hypotheses and comparing them to measured indicators.
Rather than following a random or brute force approach, AVALON is based
on heuristics for choosing the most relevant hypotheses for advancing the
knowledge base.

1 We distinguish here between a knowledge base and an ontology as stated in [9]. An
ontology defines the domain schema, while the knowledge base contains instances of
schema concepts.
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Fig. 1. Conceptual Model of AVALON

• Testing of new relationships reveals new knowledge and refines the internal
representation. If users analyzing the knowledge base find irregularities or
patterns of interest, hypotheses can be formulated interactively to test those
patterns. Through this process, AVALON does not only support knowledge
discovery, but also the immediate validation of this knowledge based on a
dynamic data set.

As an example, consider AVALON is crawling RSS feeds and blog entries
of recent developments and trends in IT industries. After pre-processing the
textual resources, relevant concepts (e.g. Persons, Topics etc.) and relations are
extracted, together with instances of companies populated in the knowledge
base. Taking into account stock quotes as real world indicators, AVALON is
capable of combining concepts associated with companies and their loss/gain in
stock quotes. This allows validating hypotheses of the form “Innovative products
represent success factors of Web 2.0 companies“. Extending the extraction and
population methods to recognize persons and job titles (which can be easily
done by means of information extraction) allows us, for example, to include
Chief Executive Officers (CEO’s) of companies, and to validate hypotheses that
postulate that CEOŠs significantly influence corporate success.

More formally, we have an ontology O in the form of a graph, a set of instances
I assigned to parts of the ontology and real world indicators R as properties of
parts of the instances. A hypothesis H is formulated in terms of concepts and
relations of the ontology O and therefore can be seen as sub graph of the ontology
H ⊂ O. To support user-defined hypothesis (see above) additional relations may
be defined by the user of the system, to extend the hypothesis. Evaluating a
hypothesis is done by selecting a hypothesis H and by splitting the instances
into a set of instances IH ⊂ I satisfying the hypothesis and a set of instances
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hypothesis IH ⊂ I not satisfying the hypothesis. Applying statistical significance
tests on the indicators R estimate the correctness of a hypothesis.

In the above scenario for example, companies, properties describing a com-
pany and employees are defining the ontology. Thus, the knowledge base consists
of instances of people who work for a company with specific properties. The oc-
currence function now counts, how often particular relationships or further on
patterns exist. Statistically testing the assigned indicators of companies w.r.t to
properties of the company and/or people working in the company, leads to a
validation of the pattern and therefore of the hypothesis.

Iterating these steps allows creating an accurate and trustworthy knowledge
base with a minimal amount of user interaction. Users will have access to knowl-
edge facts and analysts will have the opportunity to formulate hypotheses and
test them automatically. Thus, AVALON is capable of dynamically mapping
external processes into an internal representation.

3 Technical Approach and Algorithms

From an algorithmic point of view, AVALON rests upon three pillars:

• Determining the domain structure via ontology learning from text : Unstruc-
tured information sources such as Web sites, Wikis, RSS Feeds and Blogs
have to be analysed and converted into an ontology. Similar systems like for
example the weblyzard [8] KIM platform [10] or Text2Onto [2] demonstrate
the feasability to enrich unstructured information. In AVALON, the user de-
fines relevant domain concepts via a seed ontology. AVALON extends this
ontology in multiple iterations (c.f. [8]).

• Populating the Knowledge Base via Information Extraction: AVALON uses
methods from information extraction for populating the knowledge base and
attaching indicators to knowledge base instances. Our approach here is sim-
ilar to [3, 7], where gazetteers are defined via instances in the knowledge
base and rules consider ontological relationships (e.g. a CEO IS-A Person).
Thus, we can bootstrap information extraction easily and consider domain
relations during the extraction process. Finally, results are fed back implicitly
to improve the ontology’s accuracy and enlarge the knowledge base.

• Selecting hypotheses via graph mining: Hypothesis selection is a critical task
in the context of the systems accuracy and performance. Selecting all pos-
sible hypothesis is computational intractable, therefore requiring intelligent
selection mechanisms. Finding groups of instances sharing similar structures
in the ontology can be seen as clustering of graph structures [5] and will
allow us to reduce the number of necessary hypothesis tests. For example,
assume that we have populated our ontology with companies and attached
indicators to them. By clustering those companies based on their relationship
to other concepts (e.g. topics, persons etc.), groups of similar companies can
be defined. Those groups may serve as starting point for testing hypothesises
based on for example comparing stock quote indicators of one group to all
other groups of similar companies.
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From a technical point of view, computational power and storage capabili-
ties are critical for the success of AVALON. Large scale computing is necessary
in order to enable ontology learning on very large document sets, and to allow
successive hypothesis testing. Fortunately, current developments in the Open
Source community allow us to use distributed approaches originally pioneered
by Google. The Hadoop project2 provides a Open Source computing platform
based on Google’s Map&Reduce algorithm[4]; a functional programming model
allowing large scale distributed computing on several hundreds of machines. Es-
pecially pre-processing and natural language processing of documents can be
greatly enhanced using this platform.

In the current stage of our project, we are focusing on ontology learning
and population using distributed computing based on Map&Reduce. Machine
learning algorithms for learning the type of relations are in development and
provide promising first results. In the next phase, AVALON will mine relevant
sub-graphs to assist in formulating meaningful hypotheses. Finally, integrating
real world indicators and user testing will reveal the capabilities of our conceptual
model.

4 Conclusion and Outlook

Acquiring and validating knowledge is essential in any knowledge management
system. In this paper we have presented the AVALON approach to acquiring
and validating knowledge in a dynamic, iterative fashion. Combining textual re-
sources with real-world indicators will help to continually improve the acquired
knowledge. As defined in the theory for cybernetic control systems, combining
very heterogeneous sources of information which have a relationship in the real
world can lead to a accurate internal representation of the world. Based on
this feedback process, changes in the real world can be reflected effectively in
the internal representation. We consider the conceptual model of AVALON as
a step towards flexible and dynamic knowledge-based systems that avoid the
cumbersome process of manually scanning large document sets. This will en-
hance the user’s access to existing archives, and facilitate the deduction of new
knowledge.

Acknowledgement

The project results have been developed in the AVALON (Acquisition and Val-
idation of Ontologies) project. AVALON is financed by the Austrian Research
Promotion Agency (http://www.ffg.at) within the strategic objective FIT-IT
under the project contract number 810803 (http://kmi.tugraz.at/avalon). The
Know-Center is funded by the Austrian Competence Center program Kplus un-
der the auspices of the Austrian Ministry of Transport, Innovation and Technol-
ogy (www.ffg.at), and by the State of Styria.

2 http://lucene.apache.org/hadoop/



Automated Ontology Learning and Validation Using Hypothesis Testing 135

References

1. T. Berners-Lee, J. Hendler, and O. Lassila. The semantic web. Scientific American,
284(5):34–43, 2001.

2. P. Cimiano and J. Völker. Text2onto - a framework for ontology learning and
data-driven change discovery. In A. Montoyo, R. Munoz, and E. Metais, editors,
Proceedings of the 10th International Conference on Applications of Natural Lan-
guage to Information Systems (NLDB), volume 3513 of Lecture Notes in Computer
Science, pages 227–238, Alicante, Spain, JUN 2005. Springer.

3. F. Ciravegna, A. Dingli, Y. Wilks, and D. Petrelli. Adaptive information extraction
for document annotation in amilcare. In SIGIR ’02: Proceedings of the 25th annual
international ACM SIGIR conference on Research and development in information
retrieval, pages 451–451, New York, NY, USA, 2002. ACM Press.

4. J. Dean and S. Ghemawat. Mapreduce: Simplified data processing on large clusters.
November 2004.

5. L. Getoor and C. P. Diehl. Link mining: a survey. SIGKDD Explor. Newsl.,
7(2):3–12, 2005.

6. F. Heylighen and C. Joslyn. Cybernetics and second-order cybernetics. In R. A.
Meyers, editor, Encyclopedia of Physical Science & Technology. Academic Press, 3
edition, 2001.

7. J. Iria, F. Ciravegna, P. Cimiano, A. Lavelli, E. Motta, L. Gilardoni, and E. Mönch.
Integrating information extraction, ontology learning and semantic browsing into
organizational knowledge processes. In Proceedings of the EKAW Workshop on the
Application of Language and Semantic Technologies to support Knowledge Manage-
ment Processes, at the 14th International Conference on Knowledge Engineering
and Knowledge Management, OCT 2004.

8. W. Liu, A. Weichselbraun, A. Scharl, and E. Chang. Semi-automatic ontology ex-
tension using spreading activation. Journal of Universal Knowledge Management,
0(1):50–58, 2005.

9. A. Maedche and S. Staab. Ontology learning for the semantic web. IEEE Intelligent
Systems, 16(2):72–79, 2001.

10. B. Popov, A. Kiryakov, D. Ognyanoff, D. Manov, and A. Kirilov. Kim a seman-
tic platform for information extraction and retrieval. Nat. Lang. Eng., 10(3-4):
375–392, 2004.



Attacking the Web Cancer with the Automatic
Understanding Approach

R.S. Grewal, R. Janicki, T. Kakiashvili, K. Kielan, W.W. Koczkodaj, K. Passi,
and R. Tadeusiewicz
wkoczkodaj@cs.laurentian.ca

Summary. The new method, based on automatic understanding is proposed for fight-
ing spam in web information exchange (especially email correspondence). The web can-
cer term is used to reflect the variety and sophistication of web contaminations. The
notable oncology achievements in medicine could inspire more research towards find-
ing solutions to what can easily turn into an analogous civilization crisis. Automatic
understanding is appropriate for the semantic-level content analysis and is expected to
substantially reduce the wasted user time for semi-automatic analysis needed for the
massive processing as most filters are too tight or too loose.

Keywords: spam, automatic understanding, Internet, security, privacy,
knowledge base.

1 Introduction

There is very little doubt that we are fast approaching or even most likely passed
a point in time where our personal computers are busier attacking web cancer
(malware, malignant software, is related only to software) than conducting use-
ful computations. We may even wonder, if computers are so good in defending
themselves why even bother to do anything about it. Unfortunately, it is not
only our computer time which is wasted but our own as well. Each of us needs to
spend probably close to one hour per day verifying whether or not our defense
actually works. Our wasted time is ever increasing since illegal attacks become
more and more sophisticated. Unless something drastic is done soon, we may face
a real disaster since massive computer contamination can become a dangerous
weapon in the hands of terrorists.

It is generally agreeable in medicine to characterize cancer as some kind of
malignancy of potentially unlimited growth that expands by invasion. Individual
computers connected to the internet resemble cells of a living organism. Cancer
is still considered to be incurable in most cases; however, medicine has already
developed treatments and coping mechanisms which we may need to look at to
learn from past experience.

As with everything else, the beginning is not easy but if we are able to cut
spam by, say by 90%, with a close to 100% certainty, we will save millions of
hours of time otherwise wasted. This in turn will allow the computer community
to develop more sophisticated techniques. We are fully aware that perpetrators,
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like all criminals, can adjust their actions after reading this and subsequent con-
tributions but when we are ahead of them even one inch, we will win eventually.

2 Automatic Understanding Approach

Spam is inexpensive to generate. Millions of email messages can be sent in min-
utes at a fraction of the cost of regular mail or a phone call. Unlike a phone
or regular mail, potential buyers are just a click away from a purchase and it
works this way more often than for conventional spam methods. The California
legislature found that spam cost United States organizations alone more than
$10 billion in 2004 and the amount of spam email messages still grows exponen-
tially. The costs include lost productivity, the additional equipment, software,
and manpower needed to process the extra load. Big companies usually have
an army of volunteers often at the level of 100,000 allowing them to develop a
knowledge base (KB). However, smaller internet service providers (ISPs) face
a serious crises. It is not uncommon for them to get 30 to 40MB of random
spam traffic per day. It is not a problem for a big company as presented in [2].
However, we fear that it may be easier to fight spam with an army of 100,000
volunteers than for smaller ISPs. We are also afraid that smaller ISPs may share
the fate of dinosaurs unless the developed anti-spam knowledge base, described
in [2], is released to the public domain. After all, the authors in [2] confirm that
this knowledge base was created with the help of volunteers (hence, the public)
and their effort would be more rewarded if it were used pro publico bono.

The most recent shift of SPAM from text to graphics shouts for such actions.
An automatic understanding (AU, coincidentally also stands for gold in the
periodic table which we take for a good sign) of images may be needed in this
case. The most successful application of AU is for medical images.

Before going any further, let us examine whether spam is really a case of
malware. Software is considered malware based on the perceived intent of the
creator rather than any particular features. It is the legal issue of the intent to
harm rather than any particular characteristic of the tool used for any harmful
action. Malware includes all the computer threats such as viruses, worms, trojan
horses, spyware, adware, and other malicious and unwanted software. Although
spam, in particular its most harmful form, email spam, is not harming a com-
puter, it is originated by a code intended to inflict a harm and as such is a case
of malware. Malware can send email spam. It can infect email address books.
Once this occurs, spam will be sent to every single person in the address book.
By doing it, spam will usually advertise some webpage and attempt to trap a
person who browses for an action which she/he may not be willing to do with-
out seeing this web page. The malware disseminator can also profit from it by
stealing important information. For example, it can steal contact information,
social insurance number, bank account data, credit card numbers, or software
licensing data. Malware can also take control of the computer modem for mak-
ing expensive long distance telephone calls. Once infected, a malware computer
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is hard to clean and it may require a complete system deletion to restore the
system to its normal state of operation.

3 ”The Law and Order” Approach

In law, malware is sometimes referred to as a computer contaminant. The origin
of the computer contaminant term can be traced to the legal codes of California,
West Virginia, and several other U.S. states, and the most important of all, the
CAN-SPAM Act of 2003. As a federal law, it supercedes all state laws in the
USA and many other countries may use it to model their computer contamina-
tion laws. CAN-SPAM Act includes:

Section 2. CONGRESSIONAL FINDINGS AND POLICY, (a) FINDINGS- The
Congress finds the following:(1) Electronic mail has become an extremely important
and popular means of communication, relied on by millions of Americans on a daily
basis for personal and commercial purposes. Its low cost and global reach make it ex-
tremely convenient and efficient, and offer unique opportunities for the development
and growth of frictionless commerce.
(2) The convenience and efficiency of electronic mail are threatened by the extremely
rapid growth in the volume of unsolicited commercial electronic mail. Unsolicited com-
mercial electronic mail is currently estimated to account for over half of all electronic
mail traffic, upfrom an estimated 7 percent in 2001, and the volume continues to
rise.Most of these messages are fraudulent or deceptive in one or more respects.

The anti spam laws are unenforceable in practice because of the amount of
crime involved. Ironically, it would not help much even if we placed a policeman
in front of each computer. A single user would not be able to trace all unwanted
email messages to their sources.

We propose the use of AU as a long-term solution. In fact, the advancement
of AU may contribute even to saving lives since it can and should be used to the
automatic medical image understanding, from which it has originated completing
the circle. SMTP (Simple Mail Transfer Protocol) has not been designed to
verify the validity of the sender’s address. Most recently, it has been remedied
by a promising technology known as the sender address verification (SAV). SAV
software sends an email to senders for verification. Once verified, the sender’s
address is added to the ”whitelist” and will not need to be verified any more until
the email address is removed from the whitelist. Mail is delivered to everyone on
the whitelist without confirmation. In other words, SAV eliminates the guesswork
of the possibly contaminated contents by merely asking first-time senders to
follow a well established custom of ”knocking before entering”.

The basic SAV assumption is that spam is not a content problem but the lack
of a sender address verification problem. However, SAV is not entirely an ideal
solution. It contributes to the increase of email traffic and in some rare case may
result in not delivering perfectly acceptable messages. What is more important,
in some case urgent and correct messages may not be delivered on time although
their notice, due to confirmation, is delivered on time. Although it is highly
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unlikely that web offenders will respond to the verification requests, assuming
that the return email address they provide is actually real, such possibility cannot
be totally ruled out in the light of total disinterred or even inability to fight back
by the above mentioned law enforcement.

4 Semantic Analysis Is the Way to Go

Current methods, such as filters, are either ”too tight” or ”too loose” and the use
of AU is evident to avoid occurrence of ”false positives”. to have our legitimate
messages delivered at possibly the first attempt. There are promising technolo-
gies on the horizon, such as Sender Policy Framework (SPF) and Domain Keys.
However, at this time the efficacy of either approach cannot be accurately mea-
sured due to lack of widespread industry adoption.

It also means that we should not give up the idea of accepting the messages by
analyzing their contents. It needs to be done, however in a somewhat more so-
phisticated manner. We propose the use of automatic understanding. Automatic
understanding is not easy to define although it is intuitively understandable. In
fact, the ”natural” understanding has no good definition and some philosophers
claim that it cannot be defined because ”everything depends on something” and
it can be even true. Understanding of any kind brings us immediately to psycho-
logical processes, cognition, and philosophy. Unfortunately, addressing concepts
of knowledge, epistemology, and meaning goes beyond this presentation. How-
ever, doing nothing with computer contaminants, until philosophers become glad
with their findings, is not an option for us so we will use the intuitive mining
of the automatic understanding. An intuitive meaning of the understanding will
be assumed as a psychological process related to an abstract or physical object,
such as, a computer contaminant, circumstance of criminal intent of unwanted
email messages, whereby we are able to analyze and use concepts to deal ad-
equately with that object or situation. Similarly, the automatic understanding
is assumed, as the intuition dictates, to be done by a computer program rather
than a human computer operator. It is important to note that AU differs from
the automatic image recognition (to which it is close in nature and spirit) in at
least one important aspect. We do not need to ”see”, or even imagine what is in
the image to take proper actions. In our case, we need to be sure; apparently
close to 100% that something is attempting to harm us to initiate protective or
even destructive actions against the threat.

AU can help us to determine the meaning of the analyzed data of any format
including images. It has roots in cognitive methods related to psychological and
neurophysiological processes of understanding the analyzed data. AU comple-
ments both Unified Modeling Language (UML) and the Rational Unified Process
(RUP).

The automatic understanding of web cancer is based on the linguistic descrip-
tion of the potential harm. For spam, such linguistic descriptions need to be
developed for the known images and phases by the image content description
language (ICDL). Based on a specialized graph-grammar, the ICDL structure
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is designed for the computation of a demerit index. The detection precision de-
pends on the available web cancer knowledge (e.g, CRCs, popular images or text
phases). The structure of the designed graph-grammar is enhanced as more expe-
rience is gained. It is a difficult issue and can be perceived as a bottleneck of the
proposed method. However, it has been demonstrated as working in practice by
numerous applications developed for the medical image understanding. Having
an accurate knowledge-based graph-grammar, every particular web cancer case
can be converted to a demerit index based on its linguistic description. This, in
turn, allows us to perform an automatic parsing. The parsing process used in our
method of automatic understanding of web cancer is very similar to the process
of automatic translation of a computer program source code into the binary code
for a direct execution by the CPU. During the parsing process, two streams of
information are combined and in some sense collide with each other. The first
stream begins with the suspected email contents. It brings all needed details
of the potential harm (e.g., unwanted advertisements or obscene images). The
second stream of information begins with the web cancer knowledge represented
in a form of the specified graph-grammar and the developed parser. This second
stream of information brings some demands as to the format which can be ob-
served in the contents when the demerit index of the contents reaches a certain
level. The confrontation, between demands taken from the knowledge base and
real parameters and features extracted from the input image, is very similar to
the interaction between two waves (for example, during the light interference).
Some of the facts derived from the knowledge match some features disclosed on
the input image. Other features of the image can disclose conflict with some
expectations based on the knowledge. It may lead to changing the working hy-
pothesis about the understanding of the contents. This iterative parsing process
of the linguistic content description is called a cognitive resonance. The cognitive
resonance is based on the knowledge incorporated into the parser structure.

5 Conclusions

It is time to realize the extent of disaster since it costs us our time and plenty of
it. It is a known fact that some, we admit less reputable companies producing
anti-virus software, inflict or at least contribute to the infliction of contaminants
to increase their market by offering free versions of their software which installs
malware to detect it. We need to be better organized by creation of repositories
of algorithms, methods and even CRC of contaminating images. We should also
influence professional associations, such as IEEE, ACM, or The World Wide
Web Consortium (W3C) to develop new methodologies (specifications, guide-
lines, software, good practices, and tools) to fight the web cancer. In fact, W3C
has declared itself as a forum for information, commerce, communication, and
collective understanding and as such should be encouraged to create task forces
and committees to deal with the ever growing web cancer problem.
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The challenges in research are:

• further improvement of the reliability of AU detection algorithms in consid-
eration of ever evolving contamination methods,

• better methods for the automatic reasoning and decision making,
• embedding the software into existing web software (email and browser),
• design of a repository for algorithms, heuristics, CRC of the offending graph-

ics, methodologies (such as SAV),
• creation of a knowledge base.

The proposed method (without any modifications) can also be used for fight-
ing one of the biggest threats of our civilization, terrorism. Only a different
knowledge base needs to be developed.

A successful obtaining of the crucial semantic content of the unwanted web
contaminant imbedded into email message may contribute considerably to the
initiation of a protective or destructive action. Like as in a science fiction novel,
the draft of this paper about spam ended up in spam folder of one of the co-
authors. As of now, a constructive skepticism is better than a hurray optimism
as there are no clear signs that we, regular computer ”bread eaters” are winning
a struggle with web criminals.
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Summary. An important challenge regarding resource selection in Grid is how to cope
with the wide range of selection and the high degree of strangeness. In this paper, repu-
tation evaluation mechanism, as a fundamental building block technique, is introduced
to leverage the guarantee of trustworthiness and reliability. Guided by the reputation
evaluation ideas and fuzzy logic, the proposed approach can better handle uncertainty,
fuzziness, and incomplete information, so the security of information service is highly
strengthened. By applying the approach using eBay transaction statistical data, the
paper demonstrate the final integrative decision order in various conditions. Compared
with other methods, this approach has better overall consideration, accord with human
selection psychology naturally.

1 Introduction

Grid has emerged as one of the strategically fundamental establishment in high-
performance computing and information service, which enable the achievement
of researches in dominant science problems through the connection and integra-
tion of various resources wide distributed and pervasively heterogeneous. Re-
source sharing and accessing in grid have broken the boundary of administrative
domain, spanning from closed, acquaintance-oriented and relatively static intro-
domain computing environment to the open, decentralized and highly dynamic
inter-domain computing environment. The wide scale of resources and the high
strangeness among entities complicate the decision of resource selection. It is
challenging to make a reliable and trustworthy selection in such wide distributed
and pervasively heterogeneous computing environment.

Reputation mechanism provide a way for building trust through social con-
trol by utilizing community based feedback about past experiences of entities
to help making recommendation and judgment on quality and reliability of the
transactions [1]. For the similarity of reputation relations between real society
and virtual computing environment, reputation is promising to perform well in
Grid. Meanwhile, reputation is multi-faceted concept [2], which means the repu-
tation status of resource often has multiple aspects, such as capability, honesty,
recommending, history value, fresh behavior evaluation and so on.

Confronted with so multi-facets reputation conditions and multi-objectives
selection request, how to scientifically evaluate them, reasonably integrate
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information, and further make the final reliable selection? It is just what we
focus on solving in this paper.

The rest of this paper is structured as follows: in Section 2, fuzzy optimal so-
lution models of evaluation are introduced. In Section 3, analyze metrics of eval-
uation and explain trustworthy resource selection approach by means of a case
study. In Section 4, related work is briefed and compared. Finally in Section 5,
we summarize future work and conclude the whole paper.

2 Fuzzy Optimal Solution Models of Evaluation and
Multi-objective Decision Making

Generally speaking, evaluation means the behavior of specifying the objectives,
measuring entity’s attributes, and turning them into subjective effect (which will
satisfy what the evaluator demands to a certain degree). The theory of fuzzy
set is an efficient tool to solve those complex decision problems which contain
fuzzy uncertainty factors. Guided by fuzzy set theory [3], according to the given
evaluation metrics and measure value, synthetically considering these objectives
which might conflict one another, we can evaluate entities and finally provide
the most satisfied scheme to decision maker.

According to the entities’ different features and forms provided in evalua-
tion, the typical evaluation model might be described as: max

x∈X
{f(x)}. Where

X stands for decision making space or feasible field, x is a evaluation variable,
and f(x) = (f1(x), f2(x), · · ·, fm(x))T is vector function of objective (the total
objective number is m, and m is positive integer). As different objective might
conflict each other, decision maker’s fuzzy partial information is necessary to be
considered when selecting the satisfied solution.

Definition 1. Deem that Ãi is a fuzzy subset in [mi, Mi] (i = 1, 2, · · ·, m),
where mi and Mi are the lowest and the highest boundary of fi(x) in decision
space Xrespectively, the membership degree of Ãi on y is μÃi

(y)(y ∈ [mi, Mi]). If
μÃi

(y) is a strict monotone increasing function of y(y ∈ [mi, Mi]), and μ ∼
Ai

(Mi) =

1, then Ãi is a fuzzy optimal set of fi(x). Correspondingly, μÃi
(y) is the optimal

membership degree of y(y ∈ Ãi).

Decision maker’s partial information can be embodied through selecting mem-
bership degree μÃi

(y). Fuzzy multi-objectives decision model can be converted
to: max

x∈X
{μ(x)},where μ(x) = (μ1(x), μ2(x), · · ·, μm(x))T ∈ [0, 1]m ⊆ Rm. Each

membership degree of objective is a value in [0, 1].

Definition 2. Deem that F̃ is a fuzzy set on domain X̄ =
m
∩

i=1
Xi, whose mem-

bership degree on x is μF̃ (x)(x ∈ X̄). If there is a fuzzy optimal points set
f̃i(i = 1, 2, · · ·, m), which satisfies μF̃ (x) = h(μ(x)), where function h(t) is strict
monotone increasing in t ∈ [0, 1]m and there is h(t, t, · · ·, t) = t for any t ∈ [0, 1],
then F̃ is the fuzzy optimal points set for evaluation model, Accordingly, μF̃ (x)
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is the optimal membership degree of fuzzy optimal points x ∈ X̄. The optimal
membership degree of xj about objective fi is μij .

Definition 3. Deem that F̃ is the fuzzy multi-objective optimal points set for
evaluation model. If x∗ ∈ X̄ satisfies μF̃ (x∗) = max

x∈X̄
{μF̃ (x)}, then x∗ is the

fuzzy optimal solution of evaluation model about F̃ . Accordingly, μF̃ (x∗) is the
optimal membership degree of x∗.

The optimal solution of max
x∈X̄

{μF̃ (x)} is the solution of evaluation and decision

making, and the membership degree according with which stands for the ex-
tent of decision maker’s satisfactory degree. The objective style, real problem
characteristics, and decision maker’s request are basis factors when determining
relative optimal membership. Usually, objectives includes: benefit style objective,
cost style objective, fixation style objective (the nearer to some certain value,
the better), and interval style objective (within a certain interval is good).

3 Trustworthy Resource Selection Based on Relative
Optimal Membership Degree

To guarantee the trustworthiness and reliability of resource selection, entity’s
reputation is a key factor to determine our selection, no matter who is provider
or consumer. Built on top of idea of SOA, based on fuzzy logic methods, our
approach is efficient to deal with uncertainty, fuzziness, and incompleteness of
information in systems, and finally builds instructive decision. In this section,
we first sum up the typical, influential, and reputation-correlative evaluation ob-
jectives, which embody both the entities’ multi-facets reputation conditions and
the decision maker’s multi-objectives in application background, and then build
up optimal membership degree based trustworthy resource selection method by
means of a case study. In the case, different methods for different decision making
psychology are sufficiently demonstrated.

3.1 Evaluation Metrics

When evaluating entities’ reputation, we should take the metrics below into
unified consideration:

• Selection overhead: overhead of selecting optimum entity for providing ser-
vice to consumer. Adopting the selection made by reputation evaluation and
decision making system, consumer takes on overhead as little as possible in
usual situation.

• Service overhead: the necessary cost an entity must pay to provide knight
service, such as bandwidth, capacity, man-hour, material and energy etc. The
value should satisfy the consumer and accord with real industry condition.
Too higher value might mean service provider costs too much, and the costs
might be converted as unnecessary burden to consumer. Conversely, too lower
value might mean QoS can’t reach consumer’s anticipation.
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• Service performance: A popular metric, including quality of service, service
efficiency, maintenance after sale etc.

• Fresh density of reputation: Perfect service amount of an entity during late
unit time, which is one of the most representative reputation metric to em-
body entity’s latest reputation conditions, and mostly is attached more im-
portance by enterprising consumers.

• Perfect rate of reputation in history statistic: It can provide relative compre-
hensive data to embody entity’s entire reputation condition, which is inter-
ested in by those traditional consumers.

• Operating ability of resisting disaster: It embodies the ability that an en-
tity could recover to its former nice reputation condition when reputation
value collapses or shakes acutely (for example: feed back of market aroused
by entity’s subjective or objective nonstandard actions, entity suffered from
malicious attack etc.), which is an important representation of entity’s im-
manent consciousness and capability.

3.2 A Case Study

Deem that X = {x1, x2, x3, x4, x5} stands for 5 computing resource providers,
consider 6 aspects for evaluation: selection overhead (f1), service overhead (f2),
service performance (f3), fresh density of reputation (f4), perfect rate of repu-
tation in history statistic (f5), operating ability of resisting disaster (f6). The 5
providers’ aggregated reputation ratings in 6 aspects are given in Table 1, which
is the to-be-evaluated information system:

Table 1. Resource providers’ aggregated reputation information in 6 aspects

F x1 x2 x3 x4 x5

f1 1250 750 1370 1250 2200
f2 250 984 766 1861 2161
f3 0.34 0.23 0.39 0.36 0.29
f4 83 110 130 234 176
f5 14 25 10 26 14
f6 middle good poor good poor

Using the linear mode of μij = (fij/fi max)pi for benefit style objectives f3,
f4, and f5, using linear mode of μij = (fi min/fij)pi(fi min �= 0) for cost style
objective f1, using μij = f∗

i /(f∗
i + |fij − f∗

i |)(i = 2) for fixation objective f2
and considering the optimal value f∗

2 = 1340 requested in special background,
choosing optimal membership degree 1.0, 0.75, 0.50 for fuzzy judgments of good,
middle, and poor, we convert table 1 into the relative optimal membership degree
matrix μ (equation (1)).

In order to embody personal partialness or expecting of decision maker and
field expert, we select the weighted vector ω =(0.24,0.18,0.18,0.12,0.12,0.16)T
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for fi(i = 1, 2, · · ·, 6). According to matrix μ and weighted form of μωi

ij , we get
weighted relative optimal membership degree matrix μ (equation (2)).

μ =

⎛

⎜⎜⎜⎜⎜⎜⎝

0.60 1.0 0.55 0.60 0.34
0.55 0.79 0.70 0.72 0.62
0.87 0.59 1.0 0.92 0.74
0.35 0.47 0.56 1.0 0.75
0.54 0.95 0.38 1.0 0.54
0.75 1.0 0.5 1.0 0.5

⎞

⎟⎟⎟⎟⎟⎟⎠
. (1)

μ = (μ ij)6×5 =

⎛

⎜⎜⎜⎜⎜⎜⎝

0.885 1.0 0.866 0.885 0.772
0.898 0.958 0.938 0.943 0.918
0.975 0.909 1.0 0.985 0.947
0.882 0.913 0.933 1.0 0.966
0.929 0.995 0.890 1.0 0.929
0.955 1.0 0.895 1.0 0.895

⎞

⎟⎟⎟⎟⎟⎟⎠
. (2)

We get the total order: 1) with Maximin Method, x4 � x2 � x3 � x1 �
x5(considering ω) and x2 � x4 � x1 � x3 � x5(not considering ω).2) with
Maximax Method, x4 ≈ x2 ≈ x3 � x1 � x5(considering ω) and x4 ≈ x2 ≈ x3 �
x1 � x5(not considering ω).3) with Minimum Membership Degree Deviation
Method, x4 � x2 � x3 � x1 � x5(q = 1,q is distance parameter), x2 � x4 �
x1 � x3 � x5(q = 2), and x2 � x4 ≈ x1 � x3 � x5(q → ∞).4) With Maximum
Membership Degree Deviation Method, x4 � x2 � x3 � x1 � x5(q = 1), and
x2 � x4 � x3 � x1 � x5(q = 2 or q → ∞).5) with Relative Ratio Method,
x4 � x2 � x3 � x1 � x5(q = 1), and x2 � x4 � x1 � x3 � x5(q = 2 or q → ∞).
Different method embodies different request of decision maker who has special
characteristics, and final selection can be done according to the order.

4 Related Work

Undoubtedly, reputation is not only of great helpful to subjective selection in
humanities, but also important as a formalizing computational concept in sci-
entific computing field. In [4], for the first time, formalizing trust as a compu-
tational concept is proposed, which provides a clarification of trust and present
a mathematics model for precise trust discussion. In [5], the conception of trust
management is used to explain the fact that security decision needs accesso-
rial security information. In [6], “personalized similarity” is adopted to evaluate
an entity’s credibility. In [7], “the propagation of distrust”, an interesting idea,
which allows the proactive dissemination of some malicious entity’s bad reputa-
tion and maintains positive trust values for peers at the meanwhile. Model and
framework are also the main field in some papers, yet resource selection method
is scarce.
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However, currently available resource selection methods, including some com-
merce system, neither adequately respect multi-facets of resource reputation nor
address the problem of decider’s multi-objectives in grid environment.

5 Conclusions and Future Work

With the blend of Grid and SOA, grid application is increasingly abundant and
extensive. The guarantee of high trustworthiness holds the balance for secure
sharing and efficient collaboration among entities in wide distributed and dy-
namic domain. In this paper, resource selection and reputation mechanism are
unified considered. As reputation is uncertain and the selection is multi-objective,
we build relative optimal membership to model resource providers’ inferior and
superior relationship, and by means of information integration we provide the
final order, which is used to guide the final resource selection.

For the future, we suggest that many-person decision should be taken into
consideration, as it is universal to evaluate and make decision by various decision
makers. Converting the approach provided in this paper to a production would
be also great helpful for whatever Grid or society life.
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Summary. Conventional web-based systems for knowledge sharing cannot help users
determine the reliability of an unknown knowledge source on the web. This paper in-
troduces an approach for using the concepts of trust and recommendation from social
networks in web-based knowledge sharing systems. A simulation study of three al-
gorithms for calculating trust inferred from recommendations on a social network is
presented. The results show that our proposed algorithms can calculate inferred trust
values for over 99% of the entities in the network with a high degree of accuracy. Finally,
a prototype MAS system that uses trust and recommendation in knowledge sharing is
described1.

1 Introduction

The Web is an important source of knowledge for day to day life, such as shop-
ping, study, and travel. However, much of this knowledge obtained from Web
search engines such as Google is from sources that are not directly known to the
user, e.g. information on services provided by an unknown hotel or car dealer.
This paper introduces trust and recommendation into the process of knowledge
sharing to help people determine the reliability of a knowledge source on the
web.

Consider a social network of Web users Ann, Brad, Chad, Diana, Eve, Fred,
Jane, Kay, Lucy, and Sam (Figure 1). Each user is characterized as having high
reliability (H), moderate reliability (M), low reliability (L), or as being dishonest
(D). In this example, Sam is a dishonest car dealer who often sells unreliable cars.
However, his advertisement on the Web contains false information that may lead
a naive person to think that he offers a better service.

The trust relationships between the users connecting Ann to Sam are shown
in Figure 1 as arrows pointing from a trusting user to a trusted user. The arrows
1 Steven Kraines is the corresponding author. This work is supported by the Japan
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Fig. 1. the trust chains from Ann to Sam in the scenario given in the text

are labeled with the trust or reliability level believed to be correct for the trusted
user by the trusting user. For example, Ann knows and trusts Brad, Chad, and
Diana, but she trusts Chad most. Diana, in addition to knowing Ann, knows
Fred, whom she trusts moderately. Lucy, who has bought a car from Sam, knows
that Sam is a dishonest car dealer. Kay also knows Sam, but because she is new
to the Web and has not bought a car from Sam, she believes Sam when he tells
her that he is a trustworthy car dealer. Finally, Jane is a dishonest user who
is in cohorts with Sam, so she tells everyone she knows that Sam is a highly
trustworthy car dealer.

There are 12 relationships between the 10 users, forming five chains of trust
links that connect Ann to Sam. How can Ann best use the information available
to her in order to make the most accurate estimate of Sam’s trust value? This
question forms the basis of the work presented in this paper.

The rest of the paper is organized as follows. Section 2 discusses some re-
lated work. Section 3 presents the algorithms and a simulation study. Section 4
introduces a prototype MAS system to implement the trust network. Finally,
section 5 concludes the paper with suggestions for future work.

2 Related Work

Trust and recommendation are social concepts that have received much attention
in the computing field recently, particularly in the context of the goals that have
been proposed for the Semantic Web [2, 3, 5]. Initially, most research on the
topic of trust focused on security issues. However, recently more social notions
of trust, such as reputation-based trust, are gaining attention [1, 2, 3, 4, 5].
Proposed methods for providing information to users on which websites to trust
are dominated by formal methods for rating the reputation of a site or user. For
example, in the eBay system, after a user conducts a transaction with another
user, she can publicize a trust value for the transaction partner together with a
comment, which other users can use to learn about the trustworthiness of the
transaction partner. Other systems, such as Amazon and Epinions, adopt similar
methods.

Massa and Bhattacharjee [1] studied the use of trust in recommender systems.
They pointed out several weaknesses of recommender systems and presented a
Trust-aware system to alleviate the weaknesses. They analyzed data from the
Epinions website and showed that any two users usually have few rated items in
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common. By propagating trust in their system and inferring additional informa-
tion for the trustworthiness of other users, they showed that useful recommen-
dations can be computed against a larger number of users. Our approach is also
based on propagating trust and inferring trust values for other users. However,
while their system does not evaluate the accuracy of the inferred trust values, we
calculate a measure of the accuracy of the inferred trust values for other users.

Golbeck and Hendler [2] addressed the accuracy of metrics for inferred trust
and reputation in semantic web-based social networks. They described an algo-
rithm for generating locally-calculated reputation ratings from a semantic web
social network and showed mathematically and experimentally that the algo-
rithm can accurately infer the trust value of an entity on the network. However,
while Golbeck and Hendler’s algorithm ignores trust chains that contain entities
that have been given negative ratings, we propose an approach that uses nega-
tive rating information to improve the accuracy of the inferred trust value. For
example, in Figure 1 Ann trusts Chad highly and Brad less. Brad trusts Eve,
but Chad distrusts Eve. Eve is dishonest, and so she recommends Jane as being
trustworthy even though she knows that Jane is dishonest. If the negative rating
of Eve by Chad is ignored, Ann will use the information provided by Eve to infer
a high trust value for Jane, which is incorrect.

3 The Trust-Recommendation Network Analysis

We describe and assess through a simulation study the ability of three algorithms
to evaluate the reliability of a large number of unknown entities using trust infor-
mation from a social network such as that shown in Figure 1. We rate trust and
reliability on a discrete scale with five levels, as described in the introduction:
high trust/reliability (H), moderate trust/reliability (M), low trust/reliability
(L), unknown (U), and distrust/dishonesty (D). In the simulation we assume
that entities with high, moderate, and low reliabilities will give correct recom-
mendations 90%, 80%, and 70% of the time, respectively, and a dishonest entity
will give opposite recommendations 90% of the time.

When a user wants to estimate the reliability of an inferred trust value for
another agent, the user can translate the recommended trust values of the entities
forming a trust chain into values between 0 and 1 and then multiply the values
to get the reliability of the final recommendation. For example, consider the
chain from Ann to Sam through Diana, Fred, and Lucy in Figure 1. Ann can
estimate the reliability of Lucy’s recommended trust value “distrust” for Sam as
0.7×0.8×0.8=45%.

There are five chains of trust recommendations from Ann, the source agent,
to Sam, the sink agent, in Figure 1:

1. Ann -(L)-> Diana -(M)-> Fred -(M)-> Lucy -(D)-> Sam
2. Ann -(H)-> Chad -(D)-> Eve -(L)-> Kay -(H)-> Sam
3. Ann -(H)-> Chad -(D)-> Eve -(H)-> Jane -(H)-> Sam
4. Ann -(L)-> Brad -(H)-> Eve -(L)-> Kay -(H)-> Sam
5. Ann -(L)-> Brad -(H)-> Eve -(H)-> Jane -(H)-> Sam
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For the first trust inference algorithm, the agent chooses the trust recommen-
dation from the chain having the highest reliability. The method described above
is used to calculate the reliability of the trust recommendation from each chain.
If there is any agent in a chain that distrusts the next agent, the reliability of
that chain is zero. For the scenario in Figure 1 the highest reliability is given by
the 5th trust chain (57%), so using this algorithm, Ann will believe that Sam is
highly trustworthy, which we know to be incorrect.

The second algorithm is based on the observation that if there is more than
one trust chain leading to the same inferred trust value, the total reliability
of that inferred trust value should higher than the reliability of each chain. For
example, the 4th and 5th chains both recommend that Sam is highly trustworthy.
Combining the two chains, Ann can estimate the reliability of the trust value
“high trust” for Sam as 1−(1−0.44)(1−0.57)=76%.

In the third algorithm, we include the information from negative ratings of
agents. While the previous algorithms consider each chain independently, the
third algorithm accounts for the possibility that an agent may be encountered
in more than one chain from source agent to sink agent. If an agent appears in
more than one chain, the source agent should give it the same trust value in
each chain, and the inner agent should recommend a single trust value for the
sink agent. For example, Eve is in all chains except the first one. So, Ann should
estimate the trust value of Eve first. Chad recommends that Eve is dishonest.
Brad recommends that Eve is highly reliable. Ann trusts Chad more highly
than Brad, so she has reason to believe that Eve is dishonest. Therefore, she
will discard the chains through Eve and get the correct inferred trust value of
“distrust” for Sam from Lucy through the 1st trust chain. This algorithm differs
from Golbeck and Hendler’s algorithm where, because the information that Chad
distrusts Eve is ignored, Ann will get the inferred trust value of “high trust” for
Sam from Jane through the 5th trust chain.

In the third algorithm, first all chains from the source agent to the sink agent
are found up to a given maximum chain length (6 in the study here). However,
it is possible that the same agent appears in different chains with different trust
values from its preceding agents. In order to accurately estimate the trust value
of the sink agent, we establish a unique trust value for each agent in the trust
chains, starting with the agents closest to the sink agent. The process continues
recursively until the source agent has a single trust value for all the agents in
the chains.

In all three algorithms, it is possible that two recommendations for differ-
ent trust values will have the same highest reliability. We use the following
tie-breaking rule: if one recommends “distrust” and another recommends “high
trust”, “moderate trust”, or “low trust”, then the inferred trust value is unknown
(U). Otherwise, the lowest recommended trust value is used as the inferred trust
value.

We create a network populated by two kinds of agents: those connecting with
six agents, and those connecting with twenty-four agents, to assess our algorithm.
80% of the agents are of first kind, and 20% are of the second kind. There
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are 100,000 agents in the network, of which 10% are dishonest, 40% have low
reliability, 40% have moderate reliability, and 10% have high reliability. We then
randomly select one agent from the network and use each of the three algorithms
to try to find all of the dishonest agents. We set the maximum length of the trust
chains to be six, based on the concept of six degrees of separation. Table 1 shows
the results.

Table 1. The simulation results

Total First Algorithm Second Algorithm Third Algorithm
D H+M+L U D H+M+L U D H+M+L U

LR 9931 7388 2303 240 7912 1983 36 8228 1689 14
MR 9955 7453 2315 187 7721 2208 26 8231 1720 4
HR 9845 7380 2264 201 7718 2075 52 8136 1691 18

Average 9910 7407 2294 209 7784 2089 38 8198 1700 12
Accuracy 75% 23% 2% 79% 21% 0% 83% 17% 0%

“LR”, “MR”, and “HR” means that the source agent has low reliability, moderate reliability, and
high reliability respectively. “Total“ is the total number of dishonest agents found out of the
10,000 dishonest agents in the network. “D”, “H”, “M”, “L”, “U” shows the number of dishonest
agents found with the inferred trust value “distrust“, “high trust”, “moderate trust”, “low trust”,
and “unknown” respectively. “Average” is the average of “LR”, “MR”, and “HR”, and “Accuracy”
is the average in the column divided by the average total number of dishonest agents found.

From the results in the table, we obtain the following conclusions. First, using
the trust-recommendation network, one agent can get inferred trust values for
more than 99% of the other agents, in agreement with Massa and Bhattacharjee’s
work. Second, the third algorithm yields a significant improvement in accuracy
over the first and second, where an agent can identify a dishonest agent 83%
of the time. Because the third algorithm uses the ”distrust” information, the
reliability of inner agents can be inferred more accurately. We have assessed
the algorithms on several other networks created under different conditions and
obtained the same conclusions.

4 Prototype System

We have developed a prototype MAS system on the Java Agent Development
Framework (JADE). In the network, each node represents an agent that can
provide or search for some knowledge source. Each link represents the level at
which one agent trusts another. When one agent wants to know how trustworthy
a particular unknown agent is, it sends out a request for information to the agents
that it trusts. Those agents give recommendations about the unknown agent if
they have such information. Otherwise they ask the agents that they trust. The
initiating agent then uses the recommendations to decide the trust level for the
unknown agent.

We use a two level architecture for the MAS to protect the transmission
of trust information. The trust for security is managed at the JADE platform
level. We use https to create a secure and authenticated communication channel
between platforms. Because all of the open messaging on the Internet takes
place between the platforms, all communication between agents within a single
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platform can be protected from attackers outside of the platform, so it is sufficient
to ensure that the communication between platforms is secure. Trust for specific
knowledge services of individual agents is managed at the service level.

The prototype system supports dynamic trust in the following way. When an
agent gets new trust information about another agent, it checks local data to
find the agents to which it has recommended the trust information. The agent
then sends the new trust information to all of those agents. This process results
in a push style of trust information transfer. In this way, a recommendation from
a particular agent can be updated quickly among highly trusted peers when the
recommender gets a new trust value.

5 Future Work

We are developing models to create trust networks that exhibit behaviors closer
to real social networks, such as small world behavior and clustering. We will
study the effectiveness of our algorithm by conducting our simulation study on
these networks and networks based on real data from the web. Finally, we are
investigating how to integrate the trust network with a knowledge searching and
matching application that we have developed in other work [6].
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Summary. A major difficulty of supervised approaches for text classification is that
they require a great number of training instances in order to construct an accurate
classifier. This paper proposes a semi-supervised method that is specially suited to work
with very few training examples. It considers the automatic extraction of unlabeled
examples from the Web as well as an iterative integration of unlabeled examples into
the training process. Preliminary results indicate that our proposal can significantly
improve the classification accuracy in scenarios where there are less than ten training
examples available per class.

1 Introduction

Nowadays there is a lot of digital information available from the Web. This
situation has produced a growing need for tools that help people to find, filter and
analyze all these resources. In particular, text classification [4], the assignment of
free text documents to one or more predefined categories based on their content,
has emerged as a very important component in many information management
tasks.

The state-of-the-art approach for automatic text classification considers the
application of a number of statistical and machine learning techniques, including
regression models, Bayesian classifiers, support vector machines (SVM), nearest
neighbor classifiers (k-NN) and neuronal networks [4]. A major difficulty with
this kind of supervised techniques is that they commonly require a great num-
ber of labeled examples (training instances) to construct an accurate classifier.
Unfortunately, because a human expert must manually label these examples,
the training sets are extremely small for many application domains. In order to
overcome this problem, recently many researchers have been working on semi-
supervised learning algorithms (for an overview see [5]). It has been showed that
augmenting the training set with additional information it is possible to improve
the classification accuracy using different learning algorithms such as näıve Bayes
[3], SVM [1], and k-NN [7].

In this paper we propose a new method for semi-supervised text classification.
This method differs from previous approaches in three main concerns. First, it is
� This work was done under partial support of CONACYT-Mexico (43990), MCyT-
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specially suited to work with very few training examples. Whereas previous meth-
ods consider groups of ten and even hundreds of training examples, our method
allows working with less than ten labeled examples per class. Second, it does not
require a predefined set of unlabeled examples. It considers the automatic ex-
traction of related untagged data from the Web. Finally, given that it deals with
very few training examples, it does not aim including a lot of additional informa-
tion in the training phase; on the contrary, it only incorporates a small group of
examples that considerably augment the dissimilarities among classes.

It is important to point out that the Web has been lately used as a corpus
in many natural language tasks [2]. In particular, Zelikovitz and Kogan [8] pro-
posed a method for mining the Web to improve text classification by creating
a background text set. Our method is similar to this approach in that it also
mines the Web for additional information (extra-unlabeled examples). Neverthe-
less, our method applies finer procedures to construct the set of queries related
to each class and to combine the downloaded information.

Fig. 1. General overview of the method

2 Proposed Method

Figure 1 shows the general scheme of the proposed method. It consists of two
main processes. The first one deals with the corpora acquisition from the Web,
while the second one focuses on the semi-supervised learning problem. The fol-
lowing sections describe in detail these two processes.

2.1 Corpora Acquisition

This process considers the automatic extraction of unlabeled examples from the
Web. It first constructs a number of queries by combining the most significant
words for each class; then, using these queries it looks at the Web for some
additional training examples related to the given classes.

Query Construction. In order to form queries for searching the Web, it is
necessary to previously determine the set of relevant words for each class in the
training corpus. The criterion used for this purpose is based on a combination
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of the frequency of occurrence and the information gain of words. We consider
that a word wi is relevant for class C if:

1. The frequency of occurrence of wi in C is greater than the average occurrence
of all words (happening more than once) in that class. That is:

fC
wi

>
1

|C′|
∑

∀w∈C′

fC
w , where C′ = {w ∈ C|fC

w > 1}

2. The information gain of wi with respect to C is positive (IGC
wi

> 0).

Once obtained the set of relevant words per class, it is possible to construct the
corresponding set of queries. Founded on the method by Zelikovitz and Kogan
[8], we decide to construct queries of three words. This way, we create as many
queries per class as all three-word combinations of its relevant words. We measure
the significance of a query q = w1, w2, w3 to the class C as:

ΓC(q) =
3∑

i=1

fC
wi

× IGC
wi

Web Searching. The next action is using the defined queries to extract from
the Web a set of additional unlabeled text examples. Based on the observation
that most significant queries tend to retrieve the most relevant web pages, our
method for searching the Web determines the number of downloaded examples
per query in a direct proportion to its Γ -value. Therefore, given a set of M
queries q1, , qM for class C, and considering that we want to download a total of
N additional examples per class, the number of examples to be extracted by a
query qi is determined as follows:

ΨC(qi) =
N

∑M
k=1 ΓC(qk)

× ΓC(qi)

2.2 Semi-supervised Learning

As we previously mentioned, the purpose of this process is to increase the clas-
sification accuracy by gradually augmenting the originally small training set
with the examples downloaded from the Web. Our algorithm for semi-supervised
learning is an adaptation of a method proposed elsewhere [6]. It mainly considers
the following steps:

1. Build a weak classifier (Cl) using a specified learning method (l) and the
training set available (T ).

2. Classify the downloaded examples (E) using the constructed classifier (Cl).
In order words, estimate the class for all downloaded examples.

3. Select the best m examples (Em ⊆ E) based on the following two conditions:
a) The estimate class of the example corresponds to the class of the query

used to download it. In some way, this filter works as an ensemble of two
classifiers: Cl and the Web (expressed by the set of queries).

b) The example has one of the m-highest confidence predictions.
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4. Combine the selected examples with the original training set (T ← T∪Em) in
order to form a new training set. At the same time, eliminate these examples
from the set of downloaded instances (E ← E − Em).

5. Iterate σ times over steps 1 to 4 or repeat until Em = ∅. In this case σ is a
user specified threshold.

6. Construct the final classifier using the enriched training set.

3 Experimental Evaluation

3.1 Experimental Setup

Corpus. It is a set of Spanish newspaper articles about natural disasters. It
consists of 210 documents grouped in four different categories: forest fires (C1),
hurricanes (C2), inundations (C3), and earthquakes (C4). For experimental eval-
uation we organized the corpus as follows: four different training sets (formed
by 1, 2, 5 and 10 examples per class respectively) and a fixed test set of 200
examples (50 per class).

Searching the Web. We used Google as search engine. We downloaded 1,000
additional examples (snippets for these experiments) per class.

Learning methods. We selected two state-of-the-art methods for text classifi-
cation, namely, support vector machines (SVM) and näıve Bayes (NB) [4].

Evaluation measure. The effectiveness of the method is measured by the clas-
sification accuracy, which indicates the percentage of documents that have been
correctly classified from the entire document set.

Baseline. Baseline results correspond to the application of the selected classi-
fiers on the test data. Table 2 shows these results for the four different training
conditions. They evidence that traditional classification approaches achieve poor
performance levels when dealing with very few training examples.

3.2 Experimental Results

This section presents some results related to the main processes of the proposed
method, namely, the corpora acquisition from the Web and the semi-supervised
learning approach.

The central task for corpora acquisition is the automatic construction of a set
of queries that express the relevant content of each class. Table 1 shows some
numbers on this task. It is noticeable that, because the selection of relevant words
relies on a criterion based on their frequency of occurrence and their information
gain, there is not the same number of queries per class even thought there were
used the same number of training examples. In addition, it is also visible that
an increment on the number on examples not necessarily represents a growth on
the number of built queries.

Nevertheless, it is important to clarify that using more examples allows to
construct more general and consequently more relevant queries. For instance,
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Table 1. Some numbers about query construction

Number of Relevant words Queries per
training per class class
examples C1 C2 C3 C4 C1 C2 C3 C4

1 5 5 7 3 10 10 35 1
2 4 5 6 2 4 10 20 1
5 5 5 6 5 10 10 20 10
10 4 5 5 5 4 10 5 10

Table 2. Experiment result using m = 1 and m = |T |

Our method
Training Baseline m-value 1st iteration 2nd iteration 3rd iteration
examples SVM NB SVM NB SVM NB SVM NB

1 50.0 51.7 49.1 78.3 51.0 77.3 55.3 76.0
2 58.3 56.7 62.3 70.0 68.1 86.0 67.0 86.1
5 77.1 80.4 m = 1 76.4 82.2 80.1 85.1 87.0 92.1
10 80.4 77.1 82.1 83.1 85.2 87.2 90.1 91.3
1 50.01 51.72 49.0 78.2 51.5 77.5 55.2 76.5
2 58.33 56.71 68.2 86.5 74.0 87.6 74.5 86.5
5 77.14 80.41 m = |T | 93.5 97.0 92.5 96.5 96.0 95.6
10 80.42 77.14 96.5 97.2 96.1 97.5 95.1 96.5

using only two examples about hurricanes we constructed queries such as <Baja
+ California + hurricane>, whereas using ten examples we could obtain queries
such as <hurricane + kilometers + storm>.

Using these queries we collected from the Web a set of 1,000 snippets per
class, obtaining a total of 4,000 additional unlabeled examples. Then, we added
some of these examples to the original training set. Mainly, we performed three
different experiments by varying the parameter m of the algorithm of Section 2.2.

1. At each iteration we added to the training set one additional example per
class (i.e., we set m = 1).

2. At each iteration we added to training set as many unlabeled examples as
the number of instances in the original set (i.e., we set m = |T |).

3. In one single step we added to the training set all unlabeled examples satis-
fying the condition (a) of the algorithm.

Table 2 shows the results of the first two experiments. They indicate that our
method outperformed all base configurations especially when using the näıve
Bayes classifier. In particular, setting m = |T | lead to accuracy improvements
on the range of 30%. On the other hand, the results of the third experiment do
not favor the proposed method. They showed a fall in accuracy around 5 to 25%.
In some way these results confirms our intuition that in scenarios having very
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few training instances it is better to include a small group of unlabeled examples
that considerably augments the dissimilarities among classes than including a
lot of doubtable-quality information.

4 Conclusions and Future Work

In this paper we proposed a method for semi-supervised text classification that
is specially suited to work with very few training examples. This method differs
from previous approaches in that: (i) it automatically collects from the Web the
set of unlabeled examples and, (ii) it only incorporates into the training phase
a small group of unlabeled examples.

The experimental results on a set of newspaper articles about natural dis-
asters demonstrate the viability of the method. In some way, they confirm our
hypothesis that when dealing with very few training instances it is better to
add a selected set of unlabeled examples (those that considerably augments the
dissimilarities among classes) than incorporate a lot of doubtable-quality infor-
mation. In particular, our method obtained the best results when we added to
the training set as many unlabeled examples as the number of original labeled
instances. It was also noticeable that our method achieved the best results only
after two or three iterations.
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Summary. This paper addresses the issue of how to define clusters of web visitors
with respect to their behavior and supposed interests. We will use the non-obvious
user profiles (NOPs) approach defined in [10], and present a new clustering algorithm
which is a combination of hierarchical clustering together with a centroid based method
with priority, which allows to cluster web users by similar interest in several topics.

1 Introduction

Companies today operate in an increasingly competitive environment. Therefore,
finding and retaining customers is a major success factor for most businesses,
off-line and online. One of the keys to building effective E-customer relationships
is an understanding of consumer behavior online [12]. However, analyzing the
behavior of customers online is not necessarily an indicator of their declared
interest. In order to measure the supposed interest of a web user, we have intro-
duced in [10] the concept of non-obvious profiles (NOPs).

This paper presents a new algorithm to define clusters of web visitors with
respect to their behavior and supposed interests using the NOP approach defined
in [10] and implemented by the Gugubarra Engine [8], [9]. The rest of the paper
is structured as follows: In Sect. 2 we present our cluster algorithm. An example
is given in Sect. 3. In Sect. 4 we briefly describe the current implementation and
evaluation results. Related work is presented in Sect. 5 and conclusion in Sect. 6.

2 Clustering Algorithm

2.1 Initial Considerations

In this subsection we will look at how to define clusters, how to give an inter-
pretation of a cluster, and how to partition users into clusters.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 160–167, 2007.
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We will start with the following pre-considerations: To recognize trends in
interests, we will not distinguish between interest weight values such as for ex-
ample 0.3 and 0.35, but rather we will use a nominal scale: such as {no interest,
little interest, strong interest, total interest} or {small interest, medium interest,
high interest} etc.

For that we introduce the parameter g (granularity), which indicates how fine
the owner would like to differentiate in the interest scale. For example, g = 4
means an interest scale composed of {no interest, little interest, strong interest,
total interest}. We then split the range from Zero to One into g intervals and
every interval has a centroid which tells us how to interpret the resulting cluster.
The centroids are calculated with the function G(x) = x/(g −1) with 0 ≤ x ≤ g.
Note that these are not centroids in traditional sense, because they are fixed and
are never recalculated as balance point of the users. They are centroids in the
sense of representative of each cluster.

Supposed we want to define clusters based on only one topic Tpi, using g = 4,
we will get the four clusters with fixed centroids shown in Table 1.

Table 1. Concern topic Tpi; Intervals for g = 4 and scale of interest

Name x Centroid G(x) Interval Code Interest

Cluster 1 0 0 [0.00; 0.16] 00 no
Cluster 2 1 0.33 [0.17; 0.49] 01 little
Cluster 3 2 0.66 [0.50; 0.83] 10 strong
Cluster 4 3 1 [0.84; 1.00] 11 total

For clustering over several topics |Tp|, we need an amount of maximum g|Tp|

clusters with |Tp| is the amount of topics. For example if we have |Tp| = 2 and
g = 4 it results in 16 centroids. Note that this is the maximum number, that will
normally be not reached by our algorithm. In our approach, besides defining the
number of clusters, we also associate a meaning to each cluster in correlation to
the scale of interest (see the cluster interpretation in Fig. 1).

Fig. 1. 16 centroids for g = 4 and 2 topics Tp1 and Tp2



162 N. Hoebel and R.V. Zicari

2.2 The Takahe Algorithm

In this section we present a new cluster-by-priority algorithm, that we call
Takahe. Takahe is a divisive clustering algorithm, which creates a tree struc-
ture top down visualized in a dendrogram. A dendrogram is a tree diagram to
visualize the arrangement of the clusters produced by a cluster algorithm. Every
vertex of the dendrogram represents a cluster.

The algorithm sorts in the initialization the set of n topics, Tp1, . . . , T pn,
according to their priority. A higher priority is assigned to a topic if the in-
terest of all current registered users u for this topic is on the average higher.
The algorithm produces a sorted vector of n elements, each of which is the
average value of the interest of all users for that topic. We call such vector,
the Community NOP (CNOP(t)). The running time for the initialization is
O((log u + |Tp|) ∗ u).

The algorithm then determines the number of clusters which should be cre-
ated, depending on the number and interest of the users and a predefined
threshold-value. A threshold-value is used to reduce the number of topics con-
sidered by the algorithm. In the following we call the border topic the threshold
topic TpT . In this way, we do not cluster users for topics that are not considered
relevant. The running time for the termination condition is O(1).

The algorithm then divides the set of users by sequential inspection of the
sorted topics in the CNOP (t). At the beginning, all users are placed into one
cluster (top vertex in the dendrogram). Then we calculate the nearest centroid
for the topic with highest priority in the CNOP (t) for every user. This is a
combination of hierarchical clustering with the k-means algorithm [6], as we
search the nearest centroid instead of the nearest user. For the new centroid, we
then add a child to the current cluster and a code for the centroid as an edge
label.

Until the termination condition is fulfilled, we continue to partition the clus-
ters successively (level for level to construct the dendrogram). We therefore have
a single path clustering algorithm in relation to one topic because we do only
one iteration. As we continue the algorithm under inclusion of a further topic
until TpT , we keep the computation time of O((log u + |Tp|) ∗ u).

The algorithm terminates when all topics in CNOP (t) above the given thresh-
old are considered and the users are distributed in the clusters created by the
dendrogram. The pseudo code for the Takahe algorithm is as follows:

initialize(){
calculate vector CNop;
calculate MaxCentroids; }

determineTerminationCondition(){
if(thresholdTopic not reached) terminate=false;
else if(centroidsCount < maxCentroids) terminate=false;
else terminate=true; return terminate; }
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ClusterUsersByPriority(clusters, tx){
for each cluster in clusters do

for each user in cluster do
centroidCode=getNearestCode(wx of user);
if(child centroidCode not exists in cluster)

add new child centroidCode to cluster;
add new child centroidCode to children;

add user to child centroidCode;
if(!determineTerminationCondition())

ClusterUserByPriority(children, tx+1); }

When the algorithm is finished, it visualizes the extraction of topic TpT (see
for example Fig. 3). Then, if necessary the owner can display the clusters up-
wards in the tree (summary) or continue the division of the displayed clusters
by inclusion of the next topic TpT+1.

The Takahe algorithm works well with high number of topics, because the
threshold allows us to discard topics at the beginning that are considered not
relevant for the clustering. A further way to reduce the topics is to build a
hierarchy of related topics as e.g. used by [11].

3 An Example

We will now show with an example how the algorithm works. With g = 4 we
define the interest scale (total, strong, little, no) interest. Thus we get the four
clusters shown in Table 1 (see Sec. 2.1). Since g = 4, x ∈ {0, 1, 2, 3}, we can
calculate the centroids, using the formula G(x) = x/(g − 1). We obtain four
centroids, with values 1, 0.66, 0.33 and 0. From the centroids we calculate the
corresponding four intervals. We associate a code to each interval, that will be
used to build the dendrogram. As result, each interval has a coded meaning in
the interest scale e.g. total interest, defined by interval 0.84-1.00.

Let’s assume we want to cluster 10 users (including Tom and Joe) visiting the
web site www.frankfurt.de. For this web site we consider 5 topics: “Frankfurt at
a Glance” (Tp1), “Culture” (Tp2), “Sports” (Tp3), “Fair” (Tp4) and “Zoo” (Tp5).
The NOPs for these users are shown in Table 2, where wi corresponds to the
value of the NOP for topic Tpi. A value 0 means no interest; a value 1 means
total interest.

In the initialization we calculate CNOP (t), shown in Table 3. In the example,
we have set a threshold value of 0.1. Therefore topic Tp1 is the threshold topic
TpT . If we look at Table 3, we see that topic Tp5 will not be considered by
the clustering algorithm. This is the mechanism we use to reduce the number of
topics taken into account by the algorithm. The threshold is set by the owner of
the web site and depends on the application requirements.

The owner might consider a subset of registered users for the calculation of
CNOP (t). Indeed the algorithm always works on a set of users, as the amount
of users is a dynamic value and changes with time.
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Table 2. NOPs at time t with 5 topics for 10 users

USERID w′
1 w′

2 w′
3 w′

4 w′
5

1 0.3 0.9 0.1 0 0
2 0.27 0.84 0 0 0.1

3 (Joe) 0.3 0 0.65 0.24 0.3
4 0.9 0.5 0.5 0.4 0
5 0.2 0.68 0.12 0 0

6 (Tom) 0.29 0.15 0.45 0.16 0
7 0.3 0.7 0 0.4 0.24
8 0.05 0.05 0.6 0.9 0.1
9 0.3 0.6 0.1 0.2 0.1
10 0 0 0.55 1 0

Table 3. CNOP(t), sorted

w′
2 w′

4 w′
3 w′

1 w′
5

CNOP (t) 0.44 0.33 0.31 0.29 0.08

We can now proceed to construct the dendrogram (see Fig. 2). We start by
creating a root node (one cluster) in which we place all 10 users. We then consider
the topic which has the highest value in CNOP (t), that is Tp2, with w′

2 = 0.44.
For all 10 users we look at their NOP value for Tp2 defined in Table 2, and we
check in which interval of Table 1, this value fits in.

In the dendrogram, we create an edge from the root with the appropriate
code if we find at least one user who has an interest value which fits into the
corresponding interval. For topic Tp2, we create three edges with code 11, 10
and 00 ending into the nodes A, B and C, in depth one. The nodes A, B and C
are clusters of users with “similar” interest in topic Tp2. The algorithm proceeds
by taking into account the next topic, which is Tp4 until the threshold topic
Tp1. Afterwards the algorithm ends. Fig. 2 shows the resulting dendrogram of
the algorithm.

The algorithm visualizes the resulting clusters like shown in Fig. 3. A, B, C
denote clusters for level 1 of the dendrogram. D, E, F, G, H denote clusters for
level 2 and I, J for level 3.

In particular, when considering Joe and Tom: Joe is placed in cluster B, which
means no interest in Tp2 (“Culture”). Joe is also in the inner cluster E, which
means little interest in Tp4 (“Fair”) and Tp1 (“Frankfurt”), strong interest in Tp3
(“Sports”). Tom is also placed in cluster B, so Tom and Joe share this property.
However, Tom is placed in another inner cluster F, which means no interest in
(“Fair”) and little interest in “Sports” and “Frankfurt”.

Once we have clustered web users by NOPs, we now have a breakdown of
users that can be targeted offering them personalized information and services,



On Clustering Visitors of a Web Site by Behavior and Interests 165

Fig. 2. Dendrogram of the clusters produced
by the Takahe Algorithm with g = 4

Fig. 3. Visual Extraction for Tp1

(level 4) with g = 4

if and only if they request so. For example, as a result of this clustering we could
avoid offering Tom information on “Culture” and/or “Fair” in “Frankfurt at a
Glance”, but rather we could target him for a personalized information related
to a major “Sports” event in “Frankfurt at a Glance”: the “World Soccer Cup
2006”.

Choosing the number of clusters and the scale of interest is a key for the
clustering. Our approach is flexible and gives the owner of a web site the pos-
sibility to tune the clusters. The G(x) does not necessarily have to be linear.
The definition of function G(x) is application dependent, it reflects the require-
ments of the application, and of course it influences how users at the end are
clustered.

4 Implementation and Evaluation

We have implemented a prototype to evaluate the Takahe algorithm [5]. The
module produces clusters of users based on the criteria and rules defined from
the web site owner. It is a Java rich client application based on Eclipse 3.1.2
[3]. We used data sets with 1,000 (Set A), 2,500 (Set B), 5,000 (Set C), 50,000
(Set D) and 100,000 (Set E) users and 5 topics. We have benchmarked the
Takahe algorithm (g = 5) against the k-means algorithm (k = 20) and against
agglomerative hierarchical clustering using manhattan distance and complete
linkage (HC) [2], [5]. We used these algorithms because they are widely known.
In Table 4 the corresponding real execution times are shown using the 5 data
sets. The test results confirmed the theoretical computation time of Takahe. The
positive result is that Takahe depends u log u on the number of users. On the
contrary, when using k-means on larger data sets, the algorithm produces an
out-of-memory exception (OoM). The same happened with HC on Set C.
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We have also compared the computation time of the three algorithms based
on the number of topic. The results are presented in Fig. 4. Takahe has a compu-
tation time O((log u + |Tp|) ∗ u)), therefore it works well as long as the number
of topics used is not too large.

Fig. 4. Performance related to |Tp|

Table 4. Performance Results (sec)

Takahe K-Means HC

SetA 1 9 7
SetB 2 OoM 86
SetC 8 OoM OoM
SetD 22 - -
SetE 37 - -

As a result the Takahe algorithm can scale well for applications such as Web
portals with a large set of registered visitors (e.g. 1,000,000) and hundreds of
topics.

5 Related Work

Our clustering algorithm differs from most related work as it takes into account
the time spent by the user on a page. Furthermore it looks at the topics associated
to a set of pages, and clusters users based on their supposed interest in these
topics. It gives an interpretation to the clusters as a value of a predefined scale
of interest. Many related work cluster users on the base of sequences by visited
pages, often also without inclusion of the time spent on it [4], [7]. Banerjee and
Ghosh [1] include the time in a similarity function.

In some related work [4], [7], [13], [14], users are clustered over sequences of
pages without looking at the content of the pages. We do not use sequences of
pages; instead we look at each page’s content to find the interests of the visitor.
Instead of proceeding from a semantic structuring of a web site in folders [1], [4],
[13], [14], we have automatically a reduction of the dimension by the allocation
of the pages to topics.

6 Conclusion

We have presented a new algorithm to cluster web users based on their profiles.
A word of caution is needed here, the authors are aware that this research area
is sensitive in several issues, from the ethic perspective to the privacy and data
protection issues. The technology presented in this paper needs to be carefully
used and not misused. Users need to be aware of the existence of the profile,
and most importantly they need to trust and know the usage of such profiles.
This relationship of trust between the web site owner and his community is a of
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importance. Improper use of profiles will potentially harm rather than help. It
is the responsibility of all of us in the research community to raise the awareness
of such issues.
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Summary. Today’s CF systems fail to protect users’ privacy. Without privacy pro-
tection, it becomes a challenge to collect sufficient and high quality data for CF. With
privacy protection, users feel comfortable to provide more truthful and dependable
data. In this paper, we propose to employ randomized response techniques (RRT) to
protect users’ privacy while producing accurate referrals using näıve Bayesian classi-
fier (NBC), which is one of the most successful learning algorithms. We perform various
experiments using real data sets to evaluate our privacy-preserving schemes.

1 Introduction

Online vendors employ collaborative filtering (CF) techniques for recommenda-
tion purposes. CF systems predict the preferences of active user (a), based on
the preferences of others. Näıve Bayesian classifier (NBC) [6] is widely employed
for CF. Providing accurate referrals are advantageous to online vendors because
customers prefer returning to stores with better referrals and they search for
more products to buy. CF has many important applications in e-commerce, di-
rect recommendations, and search engines [1].

CF systems have a number of disadvantages [1]. They are a serious threat
to individual privacy. They pose various, severe privacy risks like unsolicited
marketing, price discrimination, being subject to government surveillance, and so
on [2]. Due to privacy concerns, a significant number of people are not willing to
divulge their information and users dislike data transfer [2]. Moreover, customer
data is a valuable asset and it has been sold when some e-companies suffered
bankruptcy [1]. If privacy is protected, people feel comfortable to give private
data and contribute more truthful data.

We investigate how to achieve private recommendations efficiently based on
the NBC using the randomized response techniques (RRT). We want to answer
the following questions: How can users contribute their personal information for
CF purposes without compromising their privacy? How can the server provide
referrals efficiently with decent accuracy without deeply jeopardizing users’ pri-
vacy? Our goal is to prevent the server from learning the true values of users’
ratings and which items are rated by users including a.
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2 Related Work

Canny proposes privacy-preserving collaborative filtering (PPCF) schemes [1] in
which users control all of their own private data, where homomorphic encryption
is used. In [8], achieving private referrals on item-item similarities is discussed.
Users’ privacy is achieved using the RRT. Although we employ the RRT for
data perturbation, we use the NBC for referrals rather than using item-based
CF algorithms. Partitioned data-based PPCF is discussed by [7]. They propose
schemes to produce private referrals on integrated data without violating privacy.
They discuss privacy-preserving protocols for providing predictions on vertically
or horizontally partitioned data. Although such schemes are for partitioned data-
based referrals, in our scheme here, we assume an existing central database, which
consists of perturbed ratings from users.

Miyahara and Pazzani [6] employ the NBC for producing recommendations.
The “näıve” assumption states that features are independent given the class
label. Therefore, given its n feature values, the probability of an item belonging
to classj, where j ∈ {like, dislike}, is:

p(classj|f1, f2, . . . fn) ∝ p(classj)
n∏

i

p(fi|classj), (1)

where both p(classj) and p(fi|classj) can be estimated from training data and
fi corresponds the feature value of target item for user i. To assign a target
item (q) to a class, the probability of each class is computed, and the example
is assigned to the class with the highest probability.

Warner [10] introduced the RRT as a technique to estimate the percentage
of people in a population that has attribute A. The interviewer asks each re-
spondent two related questions, the answers to which are opposite to each other.
Using a randomizing device, respondents choose the first question with proba-
bility θ and the second question with probability 1-θ, to answer. The interviewer
learns responses but does not know which question was answered.

3 Providing Private Recommendations Using the NBC

We use the RRT to disguise private data. Since the NBC-based CF is based on
aggregate values of a data set, we hypothesize that by combining the RRT with
the NBC-based CF algorithms, we can achieve a decent degree of accuracy for
PPCF. We implement the RRT for an NBC-based algorithm [6]. To perturb the
ratings vector for user u, Vu, u generates a random number (ru) using uniform
distribution over the range [0, 1]. If ru ≤ θ, then u sends the true data, Vu.
Otherwise, he/she sends the false data (exact opposite of the ratings vector).
With probability θ, true data is sent while false data is sent with probability
1-θ. With privacy concerns, our goal is to achieve private referrals efficiently
with decent accuracy. Since accuracy, privacy, and efficiency conflict, we want
to have a good balance between them. Thus, we propose to use both one-group
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and multi-group schemes. Since CF systems perform two tasks (prediction for
a single item and top-N recommendations), our proposed privacy-preserving
schemes should achieve such tasks using the NBC.

One-Group Scheme. In this scheme [3], all ratings are put into the same group
and all of them are either reversed together or left unaltered. The conditional
probabilities estimated from masked data are the same as the ones computed
from original data because all ratings are either reversed together or left the
same. Thus, we achieve the same accuracy on masked data as with the original
one. However, the privacy level is very low. If the server learns the true rating for
only one item, it can obtain true votes for all items. Users can partition the items
into M groups, where the RRT is used to perturb each group independently and
1 < M < m. The decision is the same for all items in the same group, but the
decisions for different groups are independent.

Multi-Group Schemes. Users group the items in the same way and disguise
their ratings in each group independently. Although privacy improves, accuracy
decreases due to increasing randomness. Since the server can calculate p(classj)
values from a’s data, the problem is how to compute p(fi|classj) values from
masked data. The server knows that the users send true or false data with
probabilities θ and 1-θ, respectively. If we call the perturbed data Yk and the true
data Xk, and Xk represents the exact opposite of Xk (or false data), where k =
1, 2, . . . , M , and k shows the group name, the server needs to find p(Xk|Yk = Xk)
and p(Xk|Yk = Xk) for each group, where p(Xk|Yk = Xk)+p(Xk|Yk = Xk) = 1.
p(Xk|Yk = Xk) can be calculated using the Bayes’ rule, as follows:

p(Xk|Yk = Xk) =
[
p(Yk = Xk|Xk)p(Xk)

]
/p(Yk = Xk), (2)

where p(Yk = Xk|Xk) is θ. The value of p(Yk = Xk) can be calculated from
disguised data, while the value of p(Xk) can be computed, as follows, using the
facts that p(Yk = Xk|Xk) = θ and p(Yk = Xk|Xk) = 1 − θ:

p(Yk = Xk) = θp(Xk) + (1 − θ)p(Xk). (3)

Eq. (3) can be solved for p(Xk), using the fact that p(Xk) + p(Xk) = 1:

p(Xk) =
[
p(Yk = Xk) + θ − 1

]
/
(
2θ − 1

)
. (4)

We get the following after replacing p(Xk) with its equivalent in Eq. (2):

p(Xk|Yk = Xk) =
[
θ2 + θp(Yk = Xk) − θ

]
/
[
2θp(Yk = Xk) − p(Yk = Xk)

]
.

Since Xk and Yk are ratings vectors, to find p(Yk = Xk), the server finds posterior
probabilities for all items in each group k, selects the best one, and uses it as
p(Yk = Xk). After finding P = p(Xk|Yk = Xk) values for each group, the server
can now use them for providing predictions. The server needs to consider all
possibilities to find the conditional probabilities. Since the disguised data can
be true or false in each group, the ratings vector that the server received from
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a user can be one of the 2M possible vectors of that user. Therefore, the server
can estimate C = p(fi|classj) values, as follows:

C = C(Y1=T∧...∧YM=T )P
M + C(Y1=T∧...∧YM−1=T∧YM=F )P

M−1(1 − P ) + . . .

+C(Y1=T∧Y2=F∧...∧YM=F )P (1 − P )M−1 + C(Y1=F∧...∧YM=F )(1 − P )M ,

where Yk = T and Yk = F mean the server considers the data in group k is
true and false, respectively. We describe our results up to five-group because
undesirable performance for schemes beyond five-group makes them not very
useful. Our scheme can be extended to provide top-N recommendations. To
prevent the server from learning rated items, users randomly select some unrated
items’ cells to be filled with fake ratings. Each user u finds the number of unrated
items (mut) and uniformly randomly creates an integer, mur, over the range
(1, γ). They then choose f number of cells, and fill them, where f = mur ×
mut/100. Each user u fills �(mur × mut)/200� randomly selected items’ cells
with 1 and the remaining cells with 0. To protect a’s data, we use the 1-out-of-n
Oblivious Transfer protocol [4]. a sends Y -1 randomly generated vectors and
his/her true ratings vector to the server. After finding referrals, the server uses
the 1-out-of-n Oblivious Transfer protocol to send them.

The server does not know the rated items due to fake ratings. Privacy can
be measured with respect to the reconstruction probability (p) with which the
server can obtain the true ratings vector of a user given disguised data. Thus, we
can define the privacy level (PL) in terms of p, as follows [9]: PL = (1−p)×100,
where p can be written in terms of p(Xk|Yk = Xk) and M :

p =
[
p(Xk|Yk = Xk)

]M

=
[
(θ2 + θY − θ)/(2θY − Y )

]M

, (5)

where Y = p(Yk = Xk). With increasing p, PL decreases. To decrease p, the
randomness should be increased, which makes accuracy worse. With increasing
M , p decreases, while PL increases. The value of p depends on θ, M , and the
value of Y or X , where X = p(Xk).

4 Experiments

We used Jester [5] and MovieLens Million (MLM), which was collected at the
University of Minnesota (www.cs.umn.edu/research/Grouplens), in our experi-
ments. Using classification accuracy (CA) and F -measure (FM), we measured
accuracy. Using the similar methodology conducted by [6], we first transformed
numerical ratings into two labels (like, dislike). We then randomly selected 500
test and 1,000 training users who have rated at least 80 movies from MLM. We
also randomly selected 500 test and 1,000 training users who have rated at least
60 jokes from Jester. Finally, we randomly selected 60 rated items for MLM and
40 for Jester as a training set, and 20 items for MLM and Jester as a test set.
For each a from the test set, we found referrals randomly selected 5 rated items.
We ran data disguising 10 times.
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To show how number of features or users (n) affects our result, we performed
testings while changing n from 100 to 1,000 for both data sets. We fixed the θ
at 0.70 and employed three-group scheme. Since CA and FM values are similar,
we only showed CAs in Table 1. As expected, the results, based on masked data,
become better with increasing n values. They also converge to the results on
original data with increasing n because aggregate data can be estimated with
decent accuracy if enough data is available.

Accuracy varies for different θ values because randomness differs. We per-
formed trials, where we used 200 training users from Jester and MLM. We set
M at 3, where we varied θ from 0.51 to 1.00 because complementary θ values give
the same results. We showed CAs and FMs in Table 2. When θ is 1, we achieve
the same accuracy with original data because users send true data. However,
when θ is 0.51, we add the largest randomness; and with decreasing θ values
towards 0.51, accuracy worsens. Accuracy is more likely to improve when more
features are used because we only employed 200 features.

To show how data partition affects our results, we performed testings with
varying M . We used 200 training users from Jester and MLM, where θ = 0.70.
We performed experiments for up to five-group scheme. Since our results show
similar trends for both data sets, we only showed results for MLM in Table 3.
As seen from the table, our results become better with decreasing M values
because we add less randomness to original data. Up to five-group scheme, it is
still possible to provide accurate private referrals.

Table 1. CA With Varying n Values

Jester MLM
n 100 200 500 1,000 100 200 500 1,000

Original Data 68.28 68.56 69.45 69.68 74.24 77.30 79.80 80.28
Masked Data 58.45 61.23 63.92 65.56 72.40 75.34 78.40 79.58

Table 2. Accuracy With Varying θ Values

Jester MLM
θ 0.51 0.70 0.85 1.00 0.51 0.70 0.85 1.00

Classification Accuracy 55.52 61.23 63.23 68.56 75.00 75.34 76.96 77.30
F -Measure 57.98 62.45 62.89 73.68 85.27 86.94 89.78 90.89

Table 3. Accuracy With Varying M Values

Classification Accuracy F -Measure
M 1 2 3 5 1 2 3 5

77.30 77.12 75.34 65.45 90.89 89.54 86.94 76.34
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5 Conclusion and Future Work

We presented solutions to achieving private referrals on the NBC using the RRT.
Our solutions make it possible for servers to collect private data without greatly
compromising users’ privacy. Experiment results show that our schemes allow
providing referrals with decent accuracy. To obtain a balance between accuracy,
privacy, and efficiency, the parameters of our schemes can be adjusted. We will
study whether we can still provide accurate, if users perturb their data using
different θ values and group schemes.
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A Technique for Representing Course Knowledge
Using Ontologies and Assessing Test Problems
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Summary. In this paper we present a novel method for qualitative assessment of
educational resources, specifically ’test problems’. For test problems, the basic elements
of design are in the form of concepts arranged in a hierarchy. Course concept knowledge
can be represented in the form of prerequisite relation based ontology using which,
assessment and information extraction from test problems is possible. Using a schema
based on Web Ontology Language (OWL), course ontologies can be represented in a
standard and sharable way. Some synthetic parameters for the assessment of a test
problem in its concept space are introduced. The assessment system can be further
extended to analyze any type educational resource.

Keywords: ontology, assessment, complexity, knowledge, test problems.

1 Introduction

The web has greatly facilitated online sharing of course material. There have
been many organized attempts to create large digital courseware libraries to
promote sharing like NIST’s Materials Digital Library Pathway, NSDL Digital
Libraries, OhioLink, ACM Professional Development Center etc. MITŠs Open
Course Ware (OCW) project has more than 1000 course materials freely avail-
able, Universia maintains translated versions of OCW courses in 11 languages,
China Open Resources for Education (CORE) has a goal to include Chinese
versions of the OCW. The amount of digital courseware content available online
is huge. Surprisingly, the real sharing of the materials among the educators is
still very low. In OCW it has been noted that only 16� of the users are educa-
tors out of which not more than 26� use it for planning their course or teach a
class [1]. Most courseware today, on the web or otherwise is not accompanied
with a conceptual design. There is no well formed encoding principle for cap-
turing and sharing the schema associated with course materials. To make this
digital content reusable, the associated meta data should be consistently repre-
sented. Traditionally, concepts maps are used to represent the concept space for
the course knowledge like for biology courses [2] and many other areas however
they are too expressive and consequently contain more semantic relationships
than necessary for effective computation. Ontologies provide a means to effec-
tively map this knowledge into concept hierarchies. Standardization of semantic

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 174–179, 2007.
springerlink.com © Springer-Verlag Berlin Heidelberg 2007



A Technique for Representing Course Knowledge 175

representation standards like RDF and OWL offers great technical platform to
represent the concept knowledge space symbolized by ontologies and greatly
improve its machine usability. In this paper we present an approach to course
knowledge representation using ontology in an expressible and computable for-
mat using has-prerequisite relationships where concepts involved in teaching a
course are arranged in an hierarchical order of learning. Another original ap-
proach for specifically pointing out areas in ontologies of maximum relevance
called as CSG extraction is given. We investigate the properties of test problems
by following a purely knowledge based approach for assessment using course on-
tologies. The system has the potential to make the already available test-ware
resources on the web reusable.

2 Course Ontology

Most ontologies today are so extensive in the breadth of knowledge that pro-
cessing of these ontologies becomes a gargantuan computation task. There needs
to be a way to efficiently process the relevant information to give results in
minimum time and complexity of computation. Ontologies are made up of indi-
viduals, classes, attributes and relationships. The has-prerequisite relationship
in a course ontology refers to the prerequisite understanding of the child node
needed to understand the parent node. On the whole the course ontology is con-
structed in such a hierarchical fashion that the children of node represent the
knowledge required to understand the parent node. A node is characterized by
two values namely, self-weight and prerequisite weight, Figure 1. The self-weight
of a concept node is the amount of knowledge required to grasp the concept. To
understand the concept entirely, knowledge of the prerequisite concepts is also
required, which is given by the prerequisite weight of the node. Another value
which characterizes the course ontology representation is the link weight. The
link weight again is the value of the semantic importance of child concept to
the parent concept. Child concepts imperative in the understanding of parent
concepts will have a greater link weights than the others.

Fig. 1. Example Concept space graph, T(A)
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2.1 Representing Course Ontologies

The course ontology is mathematically defined in the form of a concept space
graph (CSG). A CSG is a view of the concepts space distribution in the domain
of a particular course.

A concept space graph T (C, L) is a projection of a semantic net with vertices
C and links L where each vertex represents a concept and each link with weight
l(i, j) represents the semantics that concept cj is a prerequisite for learning ci,
where (ci, cj) ∈ C and the relative importance of learning cj for learning ci is
given by the weight. Each vertex i in T is further labeled with self-weight value
Ws(i) and cumulative prerequisite set weight Wp(i).

A CSG with root A is represented as T (A) in Figure 1. For any node in the
CSG, the sum of self-weight and prerequisite weights and the sum of the link
weights for all children is 1.

2.2 Prerequisite Effect of a Node

The notion of node path weight is introduced to compute the effect a prerequisite
node has on a root node through a specific path. A single node can have different
prerequisite effect on a root through different paths.

When two concepts x0 and xt are connected through a path consisting of nodes
given by the set [x0, x1, ..., xt] then the node path weight between these two nodes
is given by:

η(x0, xt) = Ws(xt)
1∏

m=t

l(xm−1, xm) ∗ Wp(xm−1) (1)

In the Figure 2, concept L is connected to B through E and F. Therefore the
prerequisite effect it has on B is dependent on the prerequisite effect both E and
F have on B respectively. From the node path weight calculations we can see
that L has a stronger prerequisite effect on B through F rather than E. This is
because, L is more important to F (0.5) than E (0.15), prerequisite importance
of L is more to F (0.8) than E (0.6) and subsequently F (0.55) is more important
to B than E (0.4). Thus node path weights takes into consideration not only
the singular effect a node has on its immediate parent but also the combined
prerequisite effect a node would have to a root, B in this case, along a certain
path.

Fig. 2. Calculating prerequisite effect of a node along a path; Node path weight
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3 Assessment Approach and Projection Graph

The assessment process is essentially a two step approach. The first main step
is the extraction of the relevant concepts from the CSG and is called as ŞCSG
extractionŤ. A generalized CSG can be vast and therefore it is irrational to pro-
cess the whole ontology. We define a pruned sub-graph called as projection graph
which cuts the computation based on a limit on propagated semantic signifi-
cance. The pruning is achieved by introducing a variable called as the projection
threshold coefficient (λ). By varying the threshold coefficient the size of the com-
putable projection graph can be varied and thus the semantic significance. The
threshold coefficient can be thought of as a parameter which can inversely set
the depth to which the topic has been taught.

3.1 Projection Graph

Given a CSG, T (C, L), with local root concept x0, and projection threshold co-
efficient λ, a projection graph P (x0, λ) is defined as a sub graph of T with root
x0 and all nodes xt where there is at least one path from x0 to xt in T such that
node path weights η(x0, xt) satisfies the condition: η(x0, xt) ≥ λ.

Fig. 3. Projection of concepts B, D and overlapping region

The projection set for x0 is [x0, x1, ..., xt] represented as P (x0, λ) = [xx0
0 , xx0

1 ,

..., xx0
t ] where xj

i represents the ith element of the projection set of node j. The
projections for B and D and the overlapping region of their projections is shown
in Figure 3. All nodes that satisfy the condition of node path weights greater
than threshold coefficient (through any path) are included in the projection.

4 Assessment Parameters

The second step in the assessment approach is to apply the parameters algo-
rithms to the extracted projection graph to obtain the assessment values.
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4.1 Coverage

The coverage of a question gives a cumulative prerequisite effect of the projection
graph on the knowledge required to answer a particular question. Coverage of
a concept is a direct indicator to the scope of the question in context of the
concept space of the course. Formally,Şcoverage of a node x0 with respect to the
root node r is defined as, the product of the sum of the node path weights of
all nodes in the projection set P (x0, λ) for the concept x0 , and the incident
path weight γ(r, x0) from the root rŤ. If the projection set for concept node x0,
P (x0, λ) is given by then the coverage for node x0 about the ontology root r is
defined as,

α(x0) = γ(r, x0) ∗
n∑

m=0

η(x0, xm) (2)

where γ(r, x0) is called as the Incident Path Weight and

γ(r, x0) =
η(x0, xn)
Ws(xn)

=
η(x0, xn)
η(xn, xn)

(3)

Total coverage of multiple concepts in a problem given by set [C0, C1, ..., Cn] is,
α(T ) = α(C0) + α(C1) + ... + α(Cn).

The node path weight defines the prerequisite effect of a node to its designated
root. Therefore the summation of the node path weights of all the nodes in
the projection set gives the cumulative prerequisite effect of the nodes in the
projection graph on their respective mapped concept roots. The concepts in the
projection graph in turn are the concepts which are required to understand a
particular concept, controlled by the threshold coefficient. The coverage is thus,
the amount of knowledge required to answer or rather understand a particular
concept.

4.2 Diversity

Diversity is calculated by measuring the effect of common and uncommon pre-
requisite concepts from the projections of the mapped concepts. Diversity is
formally defined as Şthe ratio of summation of node path weights of all nodes in
the non-overlapping set to their respective roots, and the sum of the summation
of node path weights of all nodes in the overlap set and summation of node path
weights of all nodes in the non-overlap set.Ť Consider a problem maps to set
of concepts C = [C0, C1, ..., Cn] with projections P (C0, λ), P (C1, λ), ..., P (Cn, λ)
and the non-overlapping and overlapping sets given by N = [N0, N1, ..., Np]i and
O = [O0, O1, ..., Oq]j where i and j are the local root parents of any element from
N and O and ∀i, j ∈ C. Diversity is given by,

Δ =
∑p

m=1 η(i, N i
m)

∑p
m=1 η(i, N i

m) +
∑q

m=1 η(j, Oj
m)

(4)
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4.3 Conceptual Distance

Conceptual distance is a measure of distance between two concepts with respect
to the ontology root. Alternatively conceptual distance measures the similarity
between two concepts by quantifying the distance of the concepts from the on-
tology root. Formally it is defined as Şthe log of inverse of the minimum value of
incident path weight (maximum value of threshold coefficient) which is required
to encompass all the mapped concepts from the root conceptŤ. The conceptual
distance parameter is designed in such a way that it should be sensitive to the
depth of the concepts. Hence it is a function of maximum threshold coefficient
required to cover all the nodes from the ontology root. Incident path weight (γ)
of a concept to the root is equivalent to the threshold coefficient (λ) required to
encompass the node. If question asks concept set C = [C0, C1, ..., Cn] then the
conceptual distance from the root concept r is,

δ(C0, C1, ..., Cn) = log2(
1

min[γ(r, C0), γ(r, C1), ..., γ(r, Cn)]
) (5)
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1 Introduction

For most of us the term Web user profile should contain user’s URL address,
sometimes user’s name and e-mail address, and some other components such as
employeeŠs region and home organization if the user belongs to some company.
However, when we think on a Web-based patient education that allows for the
delivery of educational content to the patient, or on e-learning communities and
on a system that serves each individual of the community, this information may
not be sufficient. In the latter case the user profile should contain personal pref-
erences of the individual, goals and needs, as well as the history of activity in the
community, while in the former - patient parameters describing user’s history,
results of recent examinations, type of disease and so on. If mobile communica-
tors are used (i.e. WAP) the CC/PP profile appears which is a more complex
collection of capabilities and preferences associated with the user such as the
user’s position (which can change with time), and the characteristic of the user’s
hardware (e.g.phone).

In the examples above one of main issues is to construct appropriate al-
gorithms and an adaptive (so-called intelligent)decision support information
system that supply the Web user with the required information or educational
materials. Most of construction methods are based on some heuristic approaches.
On the other hand, one can construct such system copying the construction pro-
cess of an approximator [7, 8] in which unknown function relationship is looked
for when a set of training data TRE relevant for the wanted relationship is given.
For our purpose we assume that an expert has supplied us with a number, say P ,
of examples which form TRE, each element of which is an ordered pair: a given
user profile and appropriate decision. Each user profile has been encoded in an
n dimensional vector from Rn while the decision - in a number. So, our user
profile-decision pairs (x, y) form the database TRE, called at other occasions [7]
the training set. It is a subset of X × Y, n-dimensional input space, say X , and
1D output one, say Y.
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Different users are characterize by different profiles, however, some of them are
similar and one can think on clustering them. In the construction of the system an
appropriate cluster analysis should proceed the training, the adaptation process,
while the use of two different tools: an adaptive fuzzy inference system and
feed-forward neural networks, may be more promising [7, 11].

In the paper the construction procedure begins with a kind of data mining of
profiles in which two families of clusters are constructed on TRE. Then a module
of two-conditional fuzzy rules consequent parts of which are outputs of artifi-
cial feed-forward neural networks, is designed. Neural networks from consequent
parts of the rules should be trained on corresponding pairs of clusters as on
their training sets, and in this way users profiles supply a knowledge in the final
designing stage.

2 Knowledge Extraction from Users Profiles

In the standard approach dealing with approximation problems the knowledge
about the function to be approximated is contained in the set TRE, which rep-
resents a discrete number of points from the graph of unknown (i.e. to be looked
for) function relationship between values of profiles and corresponding decisions
since in each pair pq = (xq, yq) ∈ TRE the value yq is the so-called desired value
corresponding to the user profile represented by (or better to say - encoded in)
given input vector xq.

We describe two methods of extracting knowledge from the set TRE: a seed
growing approach for clustering problem of large numerical multidimensional
data set [2] and the evolutionary approach [3, 9] for inference systems.

Clustering via seed growing algorithm. The approach used in [2] is based
on image segmentation known in the medical, digital picture segmentation to
extract the significant information from images and to improve the interpretation
process realized by the end-user, e.g. a physician. However, in medical images
the number of possible classes is given by the physician explicitly together with
the seed pixel for each class. Moreover, in the set TRE it is a lack of a natural
neighboring topology of the images that is based on the concept of the 4- or
8-connectedness.

The seed growing algorithm is composed of two parts:

Rough clustering according to y in which a fuzzy histogram of the variability of
y is used, and is divided into the following steps:
1. create a histogram of the variability of y;
2. fuzzyfy it by calculating its convolution with a Gauss-like function;
3. use the minima of the fuzzy histogram as boundaries of subintervals in y;
4. divide all the elements (pairs (x, y)) of TRE into clusters; pairs with y’s

belonging to the same subinterval form the same cluster.

Exact clustering according to x and y in which the seed growing approach is
developed after the rough clustering [2].
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At the end of this clustering analysis we get a covering {K1h, h = 1, 2, ..., M1},
i.e. a union of clusters that covers the whole set TRE.

Clustering via evolutionary algorithm. In [9] an evolutionary algorithm
for extracting the knowledge from the database by splitting it into clusters was
proposed and implemented in [3]. Here we sketch only its main features.

We are distinguishing two types of evolutions: external, at the level of clusters,
and internal, at the level of training pairs.

We are introducing: three types of selection operators for the population of
clusters: roulette, tournament selection, proximity selection, as a combination
of two others, and four types of genetic operators (cf.[9]) for the population of
clusters: unification operator that acts on a pair of clusters and produces a new
cluster as a union of both parents, crossover operator that exchanges parts of
two clusters, separation operator that produces two other clusters by splitting a
cluster into two, and global mutation operator that acts on an individual covering,
regarded as a family of clusters producing a new covering.

In the first stage m independent evolutionary processes of m coverings by cre-
ating m initial coverings are performed. It is done with the help of the histogram
as in the previous approach. During the evolutionary process for each generation
one of the genetic operators that acts on clusters (or pairs of clusters) are applied.
Then one of the selection operators to the whole population is used. In this way
new covering is constructed that forms the population for the next generation.
After a fixed number of generations a global fitness (evaluation) function to each
covering is applied and then a population of all coverings is formed.

3 Adaptive Fuzzy Inference System

At the end two coverings of TRE by clusters are ready, i.e. two families of clusters
{Kα1, Kα2, ..., KαMα}, α = 1, 2, such that

TRE =
M1⋃

h=1

K1h and TRE =
M2⋃

k=1

K2k , (1)

where each K1h, K2k ⊂ Rn+1. The number of elements in each covering may
be different, i.e. M1 �= M2, and each cluster may contain different number of
training pairs from TRE, i.e. by N1h �= N2k, where N1h is the number of points
of K1h and N2k of K2k, where h = 1, 2, ..., M1, k = 1, 2, ..., M2 .

Now the projection of each Kih, K2k ⊂ Rn+1 on the input space X ⊂ Rn

forms two families {X1, X2, ..., XMα}, α = 1, 2, of subdomains (input clusters)
that form two coverings of the input data x′s from X . To each cluster we can
relate its centroid a1h by

a1h = (N1h)−1
N1h∑

j=1

x1h
j , (2)
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where points x1h
j , j = 1, 2, ..., N1h, belong to X1h; in similar way we define cen-

troid to each cluster X2k.
In the input domain to each cluster we will relate a fuzzy set, forming in this

way two fuzzy coverings [7] of the input domain X . Corresponding membership
function of each set will take into account the structure of those clusters, their
spread, thanks to two families of scatter (variance-covariance) matrices S1h and
S2k corresponding to each input cluster X1h and X2k, where h = 1, 2, ..., M1, k =
1, 2, ..., M2, by the formula [1]:

S1h =
1

N1h

N1h∑

j=1

(x1h
j −a1h)⊗(x1h

j −a1h), S2k =
1

N2k

N2k∑

j=1

(x2k
j −a2k)⊗(x2k

j −a2k)

(3)

where ⊗ denotes the tensor product of two vectors. Matrices S1h, S2k, are
symmetric and positive semi-definite;

For simplicity we assume the matrices Sh, Sk, h = 1, 2, ..., M1, k = 1, 2, ..., M2
are nonsingular.

One can go beyond the case used in [8] and admit more general extraction
method following the case described by the second author somewhere else.

Then we construct one family {Rm : m = 1, 2, ..., Q}, with Q = M1 · M2, of
two-conditional generalized fuzzy rules of Takagi–Sugeno–Kang type

if x is Ah and x is Bk then y is Cm, (4)

with consequent parts Cm as an output of a single mapping neural network
(SIMNN)[7]. This leads to the adaptive fuzzy-neural inference system (AFNIS).

Premise part of each Rm contains a pairs of fuzzy sets Ah, Bk, for each pair
(1h, 2k), defined through the matrices S1h, S2k and centroids (a1h, a2k) (2)-(3)
by their membership functions assumed as generalized Gaussian ones

μAh
(x) = d1h exp(−0.5((x − a1h) · S−1

1h (x − a1h))b1h

) , (5)

and similar form for Bk. Here S−1
1h denotes the inverse of S1h. In the final

stage of the training process on the whole set TRE the adaptation will undergo
the parameters d1h, d2k and b1h, b2k where h = 1, 2, ..., M1, k = 1, 2, ..., M2.
Adaptable parameters d’s and b’s make the system more flexible [7].

The membership functions of Ah and Bk with a composition operation �
defined, e.g. by a t-norm or by an algebraic operation in the case of ordered
fuzzy sets (cf. [4, 5]), lead to the definition of the so-called normalized level of
activity vm(x) of the m-th fuzzy rule Rm at x, used in the aggregation,

vm(x) = μAh
(x) � μBk

(x){
M1∑

h′=1

M2∑

k′=1

μAh′ (x) � μBk′ (x)}−1. (6)
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However, if the fuzzy sets and their membership functions involved will be
regarded as ordered fuzzy sets proposed by the first author in [4, 5], then all
algebraic operations are for our disposal and t-norm are no more necessary1.

Each consequent part Cm will be a function relation of the type

zm = fm(x, Ωm) =
l∑

j=0

ωII
mjσm(

n∑

i=0

ωI
mjixi) , (7)

where Ωm = (ωII
mj , ω

I
mji) are weight vectors of the m-th SIMNN; the zero com-

ponent x0 of x is equal to 1 and incorporates the bias ωI
mj0. The networks have

been designed for the training pairs p from the union of clusters X1h∪X2k. Notice
that in this paper we make the next step beyond the known Takagi-Sugeno-Kang
fuzzy rules that was proposed in previous papers [8, 11].

Each SIMNN contains one hidden layer of l nodes and two–parameter
family of generalized sigmoidal activation functions (cf. [7, 8]): σm(z) =
(rm)−1(1 + exp(−δmz)) . Parameters rm and δm give flexibility in the adap-
tation process. Output layer nodes have the same linear activation function.

The overall output z(x) of the constructed system of two-conditional rules
will be the convex (due to (6)) combination of all Q, given by

z = f(x, Θ, Ω) =
Q∑

m=1

vm(x)fm(x, Ωm) . (8)

Here Ω is a collection of all vectors Ωm, m = 1, 2, .., Q, and Θ containing all d’s
and b’s parameters, forms a vector of parameters.

4 Final Stage of Training and Conclusions

Each individual output zm = fm, m = 1, 2, ..., Q from the single neural network
3 trained on the corresponding clusters K1h and K2k gives rise to the overall
output z = f(x, Θ, Ω). Constructed in Sec. 3 AFNIS presented in (8) needs the
last stage of adaptation of the components of Θ representing free parameters of
membership functions in (5). To this end the new error function

E(Θ, x, y) :=
1
Q

|f(x, Θ, Ω) − y|2 =
1
Q

|
Q∑

m=1

vm(x)fm(x, Ωm) − y|2, (9)

will be minimize over all points (x, y) taken from TRE. The gradient descent
method with some generalization or an evolutionary (genetic) algorithm with
non-vanishing mutation for its convergence [6] can be implemented for this pur-
pose, since the error function is non-quadratic in the variables Θ.
1 In his Ph.D. Thesis [10] Prokopowicz has invented different aggregation procedures

and methods of determination of the level of activation of two–conditional fuzzy
rules with ordered fuzzy numbers, which can be adapted for the case of ordered
fuzzy sets, as well.
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Information Processing and Web Mining, Proceedings of the International IIS:
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Summary. The proper balance between a symmetric and asymmetric cell division is
crucial for the neural stem cell maintenance both in vitro and in vivo. These conditions
are provided by specific regions of the brain called neural stem cell niches and in vitro
occur in neurospheres or adherent clones. A method and a tool for cell culture growth
monitoring applied in the investigation of the clonally growth of HUCB-NSC (Human
Umbilical Cord Blood derived Neural Stem Cells) line, as an in vitro model of the
neural stem cell niche, is proposed.

1 Introduction

Development of computer networks in the last decades opened new perspectives
in wide access to the resources of experimental data stored in scientific, medical
and/or technological databases distributed over the world. A great deal of ex-
perimental data has the form of images of various natural objects: from traces of
nuclear particles through biological specimens, human organs, aerial photos of
earth surface, up to astronomical objects. They have been stored for many years
in numerous laboratories, clinics, commercial data banks etc. and they contain a
big amount of information that in principle can be used in scientific investigations
or for other professional purposes. However, when the number of available files
or records reaches many thousands or millions units it arises a problem of effec-
tive retrieval and selection of information valuable from the users’ point of view.
In such case computer-based information retrieval machines may help to solve
the problem [1]. In certain application areas the image retrieval process is facili-
tated due to standardization of the corresponding documents. As an example the
DICOM standard widely used in medical picture archiving and communication
systems (PACS) can be mentioned [2]. In DICOM the forms of normalized and
of composed information entities (IE) containing textual, image and/or graph-
ical fields are defined. Textual fields contain data identifying the patient, the
date, site and type of medical examination, characterizing the modality(-ies) of
medical imaging(-s) and the corresponding technical parameters etc., as well as
short description of the content of attached images and based on them medical
conclusions. In most cases the above-mentioned data are sufficient for effective
image retrieval. However, in certain cases users’ requirements are going deeper,
for example, when

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 186–191, 2007.
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• it is given a fragmentary image of an object and it is necessary to find out
in the database all images containing somewhere in them appearing similar
fragments;

• in a given collection of images it is necessary to find out subsets if images
containing any identical or similar in a given sense fragmentary images of a
given class [3].

Therefore, one should distinguish between the first and second type of image
retrieval problems. In both cases the problem consists in selection of subsets of
images satisfying a condition of partial similarity. In the first case partial similar-
ity is based on a given fragmental reference image, while in the second case the
fragmental reference images being a priori unknown, we deal with a much more
difficult problem. Solution of both tasks needs looking many times over the set
of available images in order to find out subsets of images satisfying the partial
similarity criteria. However, such action may contain a great deal of redundant
operations making the retrieval process ineffective. In this paper a solution of
the problem based on a multi-step retrieval process using morphological spectra
as a tool of partial similarity of images assessment is proposed. The paper is or-
ganized as follows. In Sec. 2 basic properties of morphological spectra are shortly
described. In Sec. 3 the concept of partial image similarity based on morpholog-
ical spectra is presented. In Sec. 4 the method of using morphological spectra to
image retrieval is illustrated by an example. Sec. 5 contains short conclusions.

2 Basic Properties of Morphological Spectra

Morphological spectra (MS) of a given 2D discrete monochromatic image are
defined as a hierarchical system of matrices representing the image as a collection
of standard patterns formed by pixel values within fixed-size square windows,
the size of which being strongly connected with the MS-level. It is assumed that
the original image U is given in the form of a rectangular bit-map of 2k×2l size,
k and l being some integers >1; for the sake of simplicity square images (k = l)
below will be considered. The bitmap U is assumed to be also the 0th order
morphological spectrum of the original image, S(0) ≡ U .

Higher-order morphological spectra are defined on the basis of the following
four operators acting on lower-level spectral matrices:

Σ – sum, V – vertical difference,
H − −horizontal difference, X– cross difference.

If S
(κ)
m is a mth component of κth order morphological spectrum then it gener-

ates four components of a higher-order morphological spectrum: S
(κ+1)
Σm , S

(κ+1)
V m ,

S
(κ+1)
Hm , S

(κ+1)
Xm . Before explaining the principles of generation let us remark that

S(κ), κ=0,1,2,. . . , k, consists of 4κ matrices of 2(k−κ)×2(k−κ) size. For calculation
of a component of S(κ+1) on the basis of S

(κ)
m :

1/ one should divide S
(κ)
m into 22(k−κ) sub-matrices of 2×2 size;

2/ if the elements of a typical sub-matrix of this size are:
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Fig. 1. Hierarchical structure of morphological spectra

[
sp sq

sr st

]

then the corresponding elements of S(κ+1) are:

sp + sq + sr + st for S
(κ+1)
Σm ,

–sp + sq–sr + st for S
(κ+1)
V m ,

–sp–sq + sr + st for S
(κ+1)
Hm ,

–sp + sq + sr–st for S
(κ+1)
Xm .

The components of morphological spectra can be represented by a rooted tree
whose nodes on a κth level represent spectral components of the given level, as
shown in Fig. 1.

Each element of a spectral component S(κ)
m is a weighted sum (linear polyno-

mial) of pixel values taken from the corresponding square window of 2κ×2κ size.
The weights (polynomial coefficients) taking only the values +1 or –1 makes a
simplification of calculation of the components possible. For this purpose special
masks indicating the weights that to the corresponding pixel values should be
assigned can be used. For calculation of all morphological spectra components
the following numbers of masks are needed: 4 masks for S(1), 16 masks for S(2),
64 masks for S(3), 256 masks for S(4), etc. The masks for morphological spectra
up to the 4th level have been calculated and presented in [4,5].

The method of spectral component calculation by using a mask can be illus-
trated by the following example. Let us assume that it is necessary to calculate
a component S

(2)
HX of a 2nd level morphological spectrum. The corresponding

masks cover the 4×4 square windows. In Fig. 2 a mask for the HX spectral
component is shown beside a corresponding sub-bitmap indicating enumeration
of its pixels. The elements white-square in the mask correspond to the weight
+1 while black-square to the weight −1.

3 Assessment of Partial Similarity of Images

Let us assume that there is given a set C of N images of m × n size and a
fragmental reference image V of i× j size, where i ≤ m, j ≤ n. All tested images



Partial Similarity Based Retrieval of Images in Distributed Databases 189

Fig. 2. Principle of of a spectral component

Fig. 3. Consecutive positioning of a reference fragmental image within an image tested
for its partial similarity detection

containing the given reference image constitute a partial similarity class CV ⊆ C.
In a formal sense image retrieval tasks thus consist in selection in given sets of
tested images partial similarity classes defined by (given a priori or assumed)
fragmental reference images. For the given 2k×2k size of tested images and 2i×2i

of a reference image proving belonging of a given tested image to CV needs:

1/ consecutive fixing the position of the reference image within the image in
all (2k − 2i + 1)2 possible ways (when taking into account parallel translations
only), as shown in Fig. 3:

2/ Testing of a local conformity of the tested image and the reference image
needs calculation of distances between (2k – 2i + 1)2 pairs of 2i-component
vectors. Calculation of each distance needs, in the case of using an absolute
distance measure, calculation of 2j differences of vector components’ and 2j –1
additions. The cost of calculations increases proportionally to the number N of
tested images.

3/ Partial similarity is detected if in at least one position of the reference
image within the tested image the distance between the corresponding vectors
is below a fixed positive threshold value ε.

A calculation cost of a second-type partial similarity detection is approximately
1/2N(2k – 2i + 1)2 times larger then this mentioned in 2/ because each 2i×2i-size
partial window of a tested image is used as a fragmental reference image.
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In order to reduce the calculation costs of image retrieval based on partial
similarity detection the following multi-step retrieval procedure is proposed:

1. For the given i (reference window’s size) take the spectrum S(i) into consid-
eration; select a component S

(i)
m and calculate its value for the given reference

image and all images to be tested;
2. fix a positive threshold value ε, calculate the absolute values |Δ| of the

differences Δ between S
(i)
m of the given reference image and of the consecutive

sub-images of tested images;
3. reject all sub-images for which it is |Δ| > ε, take into account the remaining

sub-images in further calculations; if no such sub-images exist, conclude that
no partial similarity has been detected;

4. select another component of S(i), say S
(i)
n , and repeat points 2 and 3 for the

sub-images remaining in 3, until all components of S(i) have been proved;
5. tested images containing fragmental sub-images for which full conformity

of their morphological spectra with this of the reference image has been
detected are the ones satisfying the criterion of partial similarity to the
reference image.

In the consecutive steps of this procedure the calculation costs are reduced
due to the reduction of the number of sub-images subjected to the testing pro-
cedure. The conformity of morphological spectra implies a conformity of the
corresponding fragmental images, because morphological spectra of any level
contain complete information about the original image under examination.

4 Detection of Partial Similarity of Real Images

The above-described concept of a method of partial similarity of images detection
has been proven on several images. An illustrations is given below.

In Fig. 4 a reference image a) and three different tested images b), c), and d)
are shown. The 3rd order spectral components S

(3)
ΣΣΣ, S

(3)
ΣΣV , S

(3)
ΣΣH , and S

(3)
ΣΣX

have been calculated for the images as shown in Table 1.

Table 1. Morphological spectral components S
(3)
m of images shown in Fig. 4

Spectral comp. a) b) c) d)
S

(3)
ΣΣΣ 147 202, 212, 173, 84 175, 182, 137, 140 97, 160, 49, 147

S
(3)
V ΣΣ -375 18, 8 , 16, 541 40, 23, 22, 128 315, 142, -262, -375

S
(3)
HΣΣ -725 -40, -50, -34, 249 26, -35, -32, 116 -539, -284, 136, -725

S
(3)
XΣΣ -71 4, 10, 2, -69 -80, 9, -12, -36 29, 76, -40, -71

At the first step a threshold level ε + 10 and the component S
(3)
ΣΣΣ are used.

Its value for a) is 147; sub-images with similar component values: 137 and 140 in
image c) and 147 in image d) are detected. At the next step a spectral component
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Fig. 4. Partial similarity of images: a) reference image, b),c),d) three different tested
images

S
(3)
V ΣΣ is used for testing three sub-images. Its value for a) is -375, for c) there

are 22 and 128 and for d) it is -375. This shows that image c) should be rejected
and we calculate the last two spectral components, S

(3)
HΣΣ and S

(3)
XΣΣ for image

d). Their values, -725 and -71, are identical to those of the reference image a).
This shows that image d) satisfies the criterion of partial similarity to a).

5 Conclusions

Morphological spectra of images are a flexible tool that can be used to a step-
wise selection of images in databases by detection of their partial similarity to
given reference images. Calculation of spectral components is simplified due to
component masks that formerly have been prepared.
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Summary. The problem of knowledge sharing is eminent in the P2P area. In this
paper, we propose a general framework, called semantic community, which is conceived
for supporting dynamic ontology-based knowledge sharing and evolution in P2P sys-
tems. The knowledge sharing and evolution processes in semantic community are based
on peer ontologies which are describing the knowledge of each peer, and on interactions
among peers. This paper exploits an ontology matching algorithm to identify semantic
affinity of two concepts .According to the semantic affinity threshold, the founder has
to evaluate which peers are admitted in the community.

Keywords: Semantic community, P2P, Ontology.

1 Introduction

The self-formation and management of semantic communities and the avail-
ability of advanced techniques for query propagation on a semantic basis if a
challenging issue in the current stage of development of open networked system
architectures and schema-based P2P networks, to enforce sharing of distributed
resources and semantic collaboration in an effective way. To this end, ontolo-
gies are generally employed for describing the knowledge to be shared, and ap-
propriate techniques are required to deal with the different concept meanings
in the ontologies provided by different peers for community formation [1]. The
peer-to-peer (P2P) approach, which has become popular in the context of file-
sharing systems such as Gnutella or KaZaA, allows handling huge amounts of
data in a distributed and self-organized way. In such a system, all peers are
equal and all of the functionality is shared among all peers so that there is no
single point of failure and the load is evenly balanced across a large number
of peers. These characteristics offer enormous potential benefits for search ca-
pabilities powerful in terms of scalability, efficiency, and resilience to failures
and dynamics. Additionally, such a search engine can potentially benefit from
the intellectual input, e.g., bookmarks and query logs, of a large user commu-
nity. One of the key difficulties, however, is to efficiently select promising peers
for a particular information need, given the total number of relevant peers in
a network is not known a priori and peer relevance also varies from peer to
peer.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 192–197, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



Semantic Community in a Peer-to-Peer Network 193

In this paper, we address the problem of formation of semantic communities
of peers. Each peer stores its information which is going to share in the forms of
ontology. Traditional P2P system is accompanied by a certain loss of semantics,
so users may not query information they want exactly.

The paper is organized as follows: In section 2, it introduces the foundations
of semantic community, such as how to store information in a new way. In sec-
tion 3, a new algorithm is adopted to solve ontology matching problems. The
goal of ontology matching techniques is to find concepts that have a semantic
relationship with a target concept. In section 4, it exploits a toolkit named pa-
jek to stimulate the formation of semantic community. Finally, conclusions and
future research issues are discussed in Section 5.

2 Foundations of Semantic Community

In a P2P system, each peer acts as an autonomous and independent agent and
shares knowledge by submitting discovery queries and by replying with relevant
knowledge. In this context, the role of semantic communities of peers is related
to the capability of dynamically aggregating nodes with similar interests in effi-
cient structures in order to i) reduce the network load due to overlapping single
peer requests and ii) define effective communication mechanisms for sets of nodes
which share the same understanding of a domain of interest. We define a seman-
tic community of peers as a set of nodes which show a common interest in a
given topic and are organized in a structured way. Semantic communities are
autonomously emerging [2], in that they originate from a declaration of interest
of a peer and group those peers which spontaneously agree with the declara-
tion, since they have relevant resources for the community. The information is
stored as OWL ontology. A P2P system includes a large, scalable, dynamic, au-
tonomous and heterogeneous network, where nodes (peers) can exchange data
and services in a completely decentralized and equal manner. P2P networking
supports knowledge management in a natural manner by closely adopting the
conventions of face-to-face human communications. Knowledge exchange among
peers is facilitated without the traditional dependence on servers. The original
motivation for the early P2P systems is file sharing. Search methods in P2P net-
works were surveyed in Wulff and Sakaryan and Tsoumakos and Roussopoulos.
Both the network structure and the search algorithm significantly influence the
properties of P2P applications.

2.1 The Unstructured P2P System

The unstructured P2P systems mostly employ flooding and random-walk search
approaches to locate files. The flooding approach forwards a peer’s queries to
all its neighbors, which results in traffic problems. The random-walk approach
forwards a peer’s queries only to randomly selected neighbors. Each selected peer
repeats this process until the required data are found. To be effective, a query-
routing strategy should forward queries only to peers who are likely to match
the queries.
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2.2 The Structured P2P Systems

Structured P2P systems, such as Can, Chord, Pastry, and Tapestry, use a dis-
tributed hash table (DHT) for routing [3]. DHT-based P2P systems are not suit-
able for complex queries because they only support keyword-based and exact-
match lookup. Issues related to complex queries in DHT-based P2P systems were
outlined in Harren etal. Mechanisms for locating data using incomplete infor-
mation in P2P DHT networks were introduced, where multiple and hierarchical
indices were used to help users to locate data even from poor information in the
query [4]. The main purpose of the Ontology is to share and manage globally
distributed knowledge resources in an efficient and effective way. P2P networks
can be adopted as the semantic overlay layer of the Ontology. The scalability
and autonomy make the P2P network a promising underlying infrastructure for
a scalable Ontology. Integrate and manage heterogeneous knowledge and infor-
mation in large-scale web resource[5].

3 Ontologies Matching Algorithm

The semantic matching algorithm[6] proposed in this paper is based on heuris-
tics, which means that the similarity of concepts can be determined according to
the properties and concepts attached closely to them on the taxonomic structure
and other constraints information on the properties. In our semantic matching
algorithm, we only consider the relative properties and the property constraints
(values of domain and range) without taking the subclass-superclass into consid-
eration. It is necessary for us to use more information for getting a high accuracy.
We present the mechanism of our algorithm as follows.

We use the example to explain the mechanism of the algorithm. In the example
the two concepts are desktop-computer called concept A and game-computer
called concept B. We can export the property lists of the two concepts from
the concept-lattice repository. Then we need to confirm all the matching pairs
between the two property lists. The principle of confirming the matching pair
is that if the two members from the two lists respectively have the same name
or the namespace, then they are the matching pair; or the member of one list is
the sub-property of the member of the other list, so vice versa. If there isn’t any
member in one list A that matches with one member of list B, then return the
corresponding value of -1.

On the principle we get each matching pair P i and P j, now we need to com-
pute the compatibility between them according to the rules showed in Figure1.
And apply the rules to the property matching pairs of our example, we get the
values of 1,-1, 1, 1, 2/5. Then we need to assign the weights to the returned
values according the importance of the property in having impact on the feature
of the concept. To be simple, we let the domain expert to give the weights of 0.4,
0.1, 0.1, 0.3, and 0.1. Or we could generate the weights on computing the fre-
quency of the name of property through scanning the OWL documents. Then we
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get a value of 0.74 through (1*0.4+(-1*0.1)+1*0.1+1*0.3+0.4*0.1). Finally we
can get the result that desktop-computer and game-computer are semantically
similar because 0.74 lies between 0.5 and 1.

compatibility =

⎧
⎪⎪⎨

⎪⎪⎩

−1 P i mismatch P j
−1 range i ∩ range j = ∅
1 range i ⊆ range j

|range i ∩ range j| / |range i| otherwise

Fig. 1. The rules of computing the compatibility

In order to put in evidence the role of ontology matching in the semantic
community formation, we consider an example and we discuss the role of the
matching algorithm. In our semantic community, peers are represented together
with a portion of their peer ontologies described with this ontology matching al-
gorithm. The peer ontology is relative to the computer domain .when the founder
initializes a semantic community, the invited peers with resources stored in on-
tology compare with the founder’s topic or interest ontology. Each receiving peer
invokes the ontology matching algorithm with matching model to evaluate the
semantic affinity between the incoming peer ID and its respective peer ontology.
According to the threshold t = 0.5 , P i and P j can match with the same topic.
The reply to the founder, and will be a member of this semantic community in
computer domain.

4 Running Example

Pajek is employed to stimulate the formation of semantic community. Pajek is a
very decent network visualization tool. It allows you to visualize large network
in a relatively static state. The Pajek toolkit labels itself as a windows-based
toolkit that can analyze and visualize large networks containing nodes having
millions of relationships.

In Figure 2, dashed lines represent random P2P connections and the path fol-
lowed by the invitation message (continuous line) defines a tree structure where
the root is identified by the community founder and the leaf are represented by
the invited peer with TTL = 0. Each invited peer negotiates its participation in
the community directly with the community founder. Once it is admitted, the
peer exploits the tree structure and communicates within the community through
its community neighbors. We define the community neighbors of a community
member W as the peer that invited W in the community (i.e., W predecessor)
and the peers that W invited in the community (i.e., W successors). An in-
vited peer not interested in the community or discarded by the founder is to
be pruned from the tree structure of the community. For this reason, after the
approval phase, each community member W notifies to its predecessor Pp of its
presence in the community.
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As an example, consider peer I3 in Figure 2. The community member peer
A5 and peer A6 notify peer I3 of their participation. Peer I3 has not joined the
community and is to be pruned from the community tree. Then, peer I3 forwards
the notification to peer A1 and notifies peer A5 and peer A6 that peer A1 is their
new predecessor.

For the sake of convenience, W represents community founder, A1 to A6 repre-
sent accepted member, I1 to I4 represent invited member, and N1, N2 represents
not invited member. The lines represent invitation message and P2P communi-
cation path. W wants to initiative a semantic community with respect to pop
music. So it send invitation messages to its neighbors (A1, I1, I2) with TTL=2.
They send the invitation messages to their neighbors. If they would like to at-
tend this community, they’ll return a message to the founder. Or send a refused
message to founder. At last, the founder public a member list to its all member.
The member in this community can share music among them.

Fig. 2. Example of formation of a semantic community

5 Conclusion

A peer-to-peer system is a natural and extensible underlying layer for ontology
because of its autonomy, self-organization, and scalability. As a solution to query
answering at the semantic overlay of the scalable ontology, this work proposes:
a semantic community, a semantic-based peer similarity measurement for query
routing, and a peer schema mapping approach for query reformulation. The re-
sults from theoretical analysis and simulations show that the proposed approach
is effective.

The main concerns of this work are: (1) the notion of ontology used in a P2P
network; (2) the use of semantic structure similarity to measure the similarity
between peers to improve the effectiveness and efficiency of query routing.

Ongoing work includes three aspects: (1) semantically clustering relevant peers
to formal hierarchical semantic community to improve the performance of the
proposed semantic community model; (2) incorporating query reformulation op-
timization into the proposed approach; (3) incorporating our approach with
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others, such as those indexing on actual data to improve the effectiveness of
queryrouting; (4) adopting a more reasonable ontology matching algorithm to
improve the peer ontology matching efficiency; (5) Exploiting a new network
stimulator to build the semantic community dynamically; and, (6) How to man-
age the semantic community. We have a long way to go!
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Summary. In order to provide diverse users an integrated, scalable and easy-to-use
interface to manage and exploit the dynamically growing learning resources on the Web,
this paper proposes a semantic resource management framework to support the effective
organizing and accessing of learning re-sources in an open environment. By exploiting
the semantic relationships that characterize learning resources and user profile, the
framework supports both semantic querying and conceptual navigation of learning
resources pertaining to specific topics. A system has been developed and deployed
within an academic setting to improve the resource management and exploitation for
cooperative research.

1 Introduction

More and more instructors are developing multimedia learning materials, such
as lec-ture notes, software simulations, and videos, to support distance learning.
As a result, the amount of resources available to users is increasing continu-
ously. Users spend a great deal of time on the Web searching and browsing for
information to “amplify” their intelligence [1]. They try to gather enough infor-
mation about a topic to be able to answer a question or complete a task, but
the acquired knowledge is often disor-dered, disconnected, and not effectively
integrated to address their learning needs. This use of the Web is ubiquitous and
yet has not been supported adequately by ex-isting web-based learning systems.
Therefore, the wealth of resources presents a great challenge: how to provide
a coherent, structured, shareable collection of resources to cater for users’ spe-
cific needs. Some systems have been proposed intending to effec-tively support
resources searching and exploitation [2], [3], [6]. However, they are still in in-
fancy and have two weaknesses. One is that the terminology used by differ-ent
sources is often inconsistent and there is no common overarching context for
the available resources, so maintaining huge weakly structured resources is a
difficult and time-consuming activity. The other is that existing keyword-based
search without semantic annotations retrieves much irrelevant information, so
navigation through a large set of independent sources often leads to users’ being
lost.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 198–203, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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2 A Conceptual Model for Semantic Resources
Organization

Fig. 1 illustrates the semantic-based resource organization model. As the fig-
ure shows, RC-SLN deploying above the repository is a structured semantic
link network (SLN) [4] where the node represents the learning objects anno-
tated with properties and the arc represent the semantic relationship between
learning object. RC-SLN represents the various semantic relationship between
learning resources for different research communities (RC), and the base types
of semantic links include such as the Cause-effective Link, the Implication Link,
the Similar-to Link, the Sequential Link, and the Reference Link, etc [7]. A
Hyper-SLN herein only comprises the complex nodes, which depicts the seman-
tic relationships between the SLNs of underlying dis-tributed sources, and thus
gives an overall view of the underlying sources. The map-ping rules represent
the mapping from the SLNs to the hyper-SLN along with the in-formation and
constraints of the underlying sources. This can help organize and manage re-
sources across different SLN networks with a universal view. Reference ontology
indicates the common terminology with respect to the specific domains.

Fig. 1. Conceptual Model for Semantic Resources Organization

In this way, by explicitly defining the semantics of the resources and sepa-
rating the knowledge structure from the learning materials, the disordered and
heterogeneous learning resources can be adaptively organized and structured in
a more flexible, interoperable and coherent manner, enabling effective resources
searching, maintenance and semantics interoperability.

3 Process Flow to Search for Semantic-Associated
Resources

For the given query proposed by the user, the search is conducted by following
the three-step process.

Step 1: Query Analysis. For a given query, the first step is to process the
query and map the search terms to the entities in the resource space. This might
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locate the matching concepts in the ontology, or the entities in the semantic link
network. As for the case of multiple matches because of linguistics ambiguity
(e.g. synonym), users’ profiles are taken as the reference to select the proper
annotation. Additionally, the search context and the popularity of the term as
measured by its frequency of occurrence in a text corpus can also give hints for
selecting the proper annotation for the search terms.

Step 2: Target Entities Selecting. If the target entity is the concept in the
resource space, then select all the linking learning objects in the SLN. Afterwards,
taken the matching entities as the anchor ones, this step is to find semantic
relevant entities. The simple approach for selecting the target entities for the one
matching entity, purely based on the structure of the SLN graph, is to collect
the first N triples originated from the anchor entity, where N is the pre-defined
traversal constraints. As for the case of two matching entities corresponding to
the query, it is the key problem to find all the semantic association paths between
the two entities so as to select the relevant instances on the paths. The basic
idea of the algorithm is to traverse the graph in a breadth-first order starting
from the two entities.

Step 3: Semantic Ranking. This step is to rank the target entities in terms
of their association weights. Our approach to ranking the semantic associated
results is primarily based on capturing the interests of a user. This can be accom-
plished by enabling a user to browse the ontology and mark a region (sub-graph)
of nodes and/or properties of interest. If the discovery process finds some se-
mantic association paths passing through these regions then they are considered
relevant, while other associations are ranked lower or discarded. For example,
consider a sub-graph of an SLN graph representing a researcher who leads a
project and who also is fond of music. If the user is just interested in the “re-
search” domain, the semantic associations involving music related information
can be regarded as irrelevant (or ranked lower). In sum, the ranking of an entity
in an association path can be computed in terms of the following aspects.

Path weight. It is possible to capture a user’s interest through a context spec-
ification. So, using the context specified, we adopt the approach in [5] to rank a
path according to its relevance with a user’s domain of interest

P i
w =

1
|c| ((

#regionsPisIn∑

i=1

(ri × (
∑

c ∈ Ri))) × (1 − #c /∈ R

|c| ))

Entity location. The location of entities in a path also affects the relevance weight
of entities. The shorter the path length from the anchor entity to the candidate
entities, the more relevance the entities are. The weight of the ith entity’s location
is computed with equationEi

l = Li

|C| , Where Li denotes the path length from the
anchor entity to the ith entity (i.e. the total number of entities in the path and
includes the start and end entities), |C| denotes the total number of entities in
the path, and Ei

l ∈Ê [0, 1].
Entity Frequency. The entities with higher appearance frequency in paths

are taken as more relevant to the search terms. The weight of the ith entity’s
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frequency is computed with equation Ei
f = Fi

|E| , Where Fi denotes the appearance
frequency of the ith entity, |E| denotes that total number of candidate entities
in the paths, and Ei

f∈Ê [0, 1].
Furthermore, different weights can be given to different criterion according to

users’ preferences. So, the overall weight of the ith candidate entity is computed

with formula W i = k1∗
n∑

t=1
(P t

w ∗ (1 − Ei
l )) + k2 ∗ Ei

f , Where n denotes the num-

ber of the selected association paths, ki add up to 1 and are intended to allow
fine-tuning of the different ranking criteria.

4 Implementation

We have developed the scientific research platform with java language. An au-
thoring tool has been developed for defining the SLN and uploading the materials
with metadata annotation.

Fig. 2. The interface for defining an SLN

Fig. 3. The graphical view of an SLN

Fig. 2 shows the user interface for defining the SLN. Multiple operations are
provided for users to constructs their own SLN for a scientific research commu-
nity. Additionally, the authoring tool provides a graphical view of the constructed
ontology, as shown in Fig. 3. The number attached to each concept indicates the
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Fig. 4. The interface for managing the instances

Fig. 5. Semantic Search results

amount of instances that belong to the concept, and users can click the number
to view the list of instances. This intuitive display manner offers the conceptual
navigation in a map-view pattern for users.

Fig. 4 shows the interface to manage the instances. The scalable knowledge
category hierarchy is arranged on the left portion of the interface offering a tree-
view for users, and the instances are listed on the right portion of the interface.
A reference button is provided for users to define the related instances to a
specific student, and users can click the reference topics to view and specify the
topics in which he has interest. Fig. 5 shows the searching results. In addition
to the general information about the item (e.g. introduction, link-address), more
related resources are given for users’ reference, and thus users can click any topic
to get more focused information.

5 Conclusion

The proposed semantic resource management framework for research community
has the following advantages. First, the knowledge structure is separated from
the media resources, which enables effective resource organization and reusing.
Second, users benefit from the thematic search that discovers and provides se-
mantic associated resources to address the users’ focused and personalized learn-
ing needs. Third, the adaptive learning resources delivered in a coherent structure
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empower users to efficiently explore the learning resources at their own paces. We
have developed a system and deployed it within an academic setting to improve
the resource management and exploitation for cooperative research.
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Summary. We have shown that nondeterministic fuzzy finite automata (or NFFAs, for
short) and deterministic fuzzy finite automata (or DFFAs, for short) are not necessary
to be equivalent in the previous work. We continue to study the approximation of fuzzy
finite automata in this paper. In particular, we show that we can approximate an NFFA
by some DFFA with any given accuracy even the NFFA is not equivalent to any DFFA,
related construction is also presented. Some characterizations of NFFA and DFFA are
given.

1 Introduction

Much of the information which resides in the Web-and especially in the domain
of world knowledge-is imprecise, uncertain and partially true. Existing bivalent-
logic-based methods of knowledge representation and deduction are of limited
effectiveness in dealing with information which is imprecise or partially true. To
deal with such information, bivalence must be abandoned and new tools, such
as fuzzy logic or fuzzy inference, should be employed [10].

We can use different fuzzy inference method in constructing a fuzzy system
[9, 6], such as fuzzy web intelligence. The commonly used fuzzy inference meth-
ods are known as compositional rule of inference (or CRI) and its generalization
max-� compositional inference for some t-norm �. Usually, we can use different
kinds of t-norms when we implement max-� compositional inference in the prac-
tical processes. However, they are equivalent in the approximate sense. That is
to say, for any practical process, if we can approximately describe the process by
a fuzzy system with max-min compositional inference, we can always approxi-
mately describe it by a fuzzy system with max-� compositional inference for any
other t-norm �. In fact, the universal approximation property of fuzzy systems
has been demonstrated. For the detailed explantation of universal approxima-
tion theory of fuzzy systems, we refer to [9, 6]. On the other hand, fuzzy finite
automaton can be seen as one kind of discrete fuzzy system [8, 6]. We can use
fuzzy finite automata to describe practical processes. For example, we can use
fuzzy automata to model discrete event systems with fuzzy uncertainty, as done
� This work is supported by National Science Foundation of China (Grant

No. 10571112) and National 973 Foundation Research Program (Grant No.
2002CB312200).
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in [7] using a nondeterministic fuzzy finite automaton (or NFFA, for short) with
max-product compositional inference, while [2] using an NFFA with max-min
compositional inference, and we can also describe recurrent fuzzy systems by a
fuzzy finite automaton with max-� compositional inference for some t-norm � in
[1]. Fuzzy finite automata are also the potential models for web intelligence, es-
pecially for fuzzy web intelligence. Theoretically, once there is a t-norm �, there
will be corresponding to one type of fuzzy automaton using max-� compositional
inference that could be used in modeling practical processes. Therefore, there will
be many types of fuzzy finite automata that can be implemented in practical pro-
cesses. A crucial theoretical problem arisen is whether these fuzzy finite automata
using max-� compositional inference for different kinds of t-norm � are equivalent
in the power of modeling the practical processes. However, contrary to ordinary
case, we have shown that a nondeterministic fuzzy finite automaton (NFFA) un-
der max-� compositional inference is in general not equivalent to a deterministic
fuzzy finite automaton (or DFFA, for short) [5] in the power of processing fuzzy
languages. Some necessary and sufficient conditions for the equivalence between
NFFA and DFFA are given in [5]. So it is necessary to require the proposed mod-
els of NFFAs using max-� compositional inference for different kinds of t-norm
� to be equivalent in the approximate sense. We express this problem explicitly
as follows: for any discrete practical process, if we can approximately describe
the process by a fuzzy finite automaton with max-min compositional inference,
whether can we always approximately model it by a fuzzy finite automaton with
max-� compositional inference for any other t-norm �? We have proved that
DFFA and NFFA under max-min compositional inference are equivalent in the
power of processing fuzzy languages. In order to discuss whether NFFAs using
max-� compositional inference for different kinds of t-norm � are equivalent in
the approximate sense, we only need to study the approximation property of
NFFA by DFFA. This forms the main topic of this study.

2 Approximation of Nondeterministic Fuzzy Finite
Automata by Deterministic Fuzzy Finite Automata

A nondeterministic fuzzy finite automaton (NFFA) is a 6-tuple A = (Q, Σ, δ, σ0,
σ1, �) such that Q is a finite nonempty state set, Σ is a finite input alphabet, and
δ is a fuzzy subset of Q×Σ ×Q, which represents fuzzy transition function, and
σ0 and σ1 denote the fuzzy initial state and the fuzzy final state as a fuzzy subset
of Q, � is a specified t-norm which is used to define the fuzzy language accepted
by an NFFA. Where a t-norm is a binary operation � on the unit interval [0, 1]
such that � is commutative, associative, nondecreasing in both arguments and �
has the unit 1. For example, the minimum operation “∧”, the product operation,
the Lukasiewicz t-norm and nilpotent minimum are t-norms on the unit interval
[0, 1]. We omit � in the definition of an NFFA if � is understood in the context.

For an NFFA A = (Q, Σ, δ, σ0, σ1, �), if δ is a crisp function from Q × Σ to Q
and σ0 is an element of Q, that is, σ0 = q0 ∈ Q, which denotes the crisp initial
state of A, then we call A a deterministic fuzzy finite automaton (DFFA).
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For a fuzzy transition function δ : Q × Σ × Q → [0, 1], we can extend δ onto
Q × Σ∗ × Q inductively as follows, where Σ∗ denotes all these finite strings
over Σ including empty string ε, (1) δ∗(q, ε, q) = 1 and δ∗(q, ε, p) = 0 for any
distinct elements q and p in Q; (2)for any input string ω ∈ Σ∗ and input symbol
x ∈ Σ, δ∗(q, ωx, p) =

∨
{δ∗(q, ω, r) � δ(r, x, p) : r ∈ Q}, where we use the symbol

“
∨

” to represent the supremum of real numbers. Then we define an extension
δ∗ : Q × Σ∗ × Q → [0, 1].

The fuzzy language accepted by or recognized by an NFFA A is defined as a
fuzzy subset of Σ∗, denoted fA, for any input string ω ∈ Σ∗,

fA(ω) =
∨

{σ0(q) � δ∗(q, ω, p) � σ1(p) : q, p ∈ Q}.
In particular, if A is a DFFA, then fA(ω) = σ1(δ∗(q0, ω)) for any ω ∈ Σ∗.
We need the following theorem to characterize the fuzzy languages accepted

by DFFAs.
Some notations need to be introduced here. Let X be a set. For a fuzzy subset

f : X → [0, 1], let R(f) = {f(x) : x ∈ X, f(x) > 0}. For any a ∈ [0, 1], two
subsets fa and f[a] of X are defined as, fa = {x : x ∈ X and f(x) ≥ a} and
f[a] = {x : x ∈ X and f(x) = a}. The support of f is a subset of X defined as
supp(f) = {x : x ∈ X, f(x) > 0}.

Theorem 1. Let f : Σ∗ → [0, 1] be a fuzzy language, the following statements
are equivalent for f .

1) f is accepted by a DFFA.
2) f is accepted by an NFFA with t-norm chosen as minimum operation ∧.
3) R(f) is finite, and fa is regular for any a ∈ R(f).
4) R(f) is finite, and f[a] is regular for any a ∈ R(f).

Remark 1. As implied by Theorem 1, fuzzy finite automaton using max-min
compositional inference can be realized by a simpler model: DFFA. Then, the
problem to approximate an NFFA under max-� compositional inference by an
NFFA under max-min compositional inference is equivalent to the problem to
approximate the NFFA by a DFFA.

To study the further properties of NFFA and DFFA, we need to introduce some
notations here. Let � be a t-norm. For any a ∈ [0, 1], we can inductively define
the power of a as follows: a0 = 1, a1 = a, and an+1 = an = an � a for any
non-negative integer n. For any subset D of [0, 1], the subalgebra of ([0, 1], �)
generated by D, denoted S(D), is defined as follows:

S(D) = {al1
1 �· · ·�alk

k : a1, · · · , ak ∈ D and l1, · · · , lk are nonnegative integers}.
For any a ∈ (0, 1], we use Sa(D) to represent a subset of S(D) consisting of

elements of S(D) that are larger than or equal to a, i.e.
Sa(D) = {b : b ∈ S(D) and b ≥ a}.
We have two conditions imposed on t-norm �.
Finite generated condition (FGC, for short): For any finite subset D of [0, 1],

S(D) is finite.
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Weakly FGC (WFGC, for short): For any finite subset D of [0, 1] and any
a ∈ (0, 1], Sa(D) is finite.

Obviously, if a t-norm � satisfies FGC, then it also satisfies WFGC. For exam-
ple, minimum, Lukasiewicz and nilpotent minimum t-norms satisfy FGC, and
product t-norm satisfies WFGC but not FGC.

Theorem 2. Let � be a t-norm satisfying WFGC. If a fuzzy language f can be
recognized by an NFFA, then for any a ∈ (0, 1], fa is a regular language.

Theorem 3. Let � be a t-norm satisfying WFGC. If a fuzzy language f can be
recognized by an NFFA A, then for any a ∈ (0, 1], the set

Ra(f) = {f(ω) : ω ∈ Σ∗, f(ω) ≥ a}

is always finite and there exists an DFFA B such that fB = f ∨ a.

Obviously, the DFFA constructed in Theorem 3 satisfies the condition |fB(ω) −
f(ω)| ≤ a for any ω ∈ Σ∗. Therefore, an NFFA can be approximated by some
DFFA with the prescribed accuracy. We present it in the following theorem.

Theorem 4. Let � be a t-norm satisfying WFGC. For any NFFA A, and any
small positive number ε, there always exists a DFFA B such that the following
inequality holds for any input ω ∈ Σ∗

|fB(ω) − fA(ω)| ≤ ε.

Remark 2. Because of the above results about the approximation of NFFA by
DFFA, for any approximation accuracy ε, we can construct a class of NFFAs
in which all the fuzzy transitions, fuzzy initial states and fuzzy final states take
values in a fixed finite subset, written as D, of unit interval [0,1], and each NFFA
can be approximated by a DFFA in this specified class with given accuracy ε.
Here we say that an NFFA A can be approximated by an NFFA B with accuracy
ε, if the condition |fA(ω) − fB(ω)| ≤ ε holds for any input string ω.

In order to do this, let us assume that � is any t-norm satisfying WFGC, ε is
a given approximation error, and Σ is a given input alphabet. Take a positive
integer n such that 1

n ≤ ε, and let

D = {0,
1
n

,
2
n

, · · · , n − 1
n

, 1}.

We construct a class of NFFAs with input alphabet Σ, denoted NFFAn, such
that NFFAn satisfies the following property:

For any NFFA A with input alphabet Σ, there is a DFFA B in the class
NFFAn such that A can be approximated by B with accuracy ε, i.e., |fA(ω) −
fB(ω)| ≤ ε for any input string ω ∈ Σ∗.

The construction of NFFAn is based on Theorem 3 and Theorem 4. The
element B in NFFAn satisfies the following condition:
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B is an NFFA, write B as (Q, Σ, δ, σ0, σ1), then the fuzzy sets δ, σ0, σ1 only
take values in the given finite subset D of the unit interval [0,1].
We show that the class NFFAn so constructed satisfies the above mentioned
approximation property.

Take any NFFA A with input alphabet Σ. By Theorem 3, there is a DFFA C
such that fC = fA ∨ 1

n . Write C = (Q, Σ, δ, q0, σ). Constructing a new DFFA B
from C as follows, where B = (Q, Σ, δ, q0, τ), the only difference between B and
C lies in the definitions of fuzzy final state σ and τ , where τ is defined in the
following manner: For any state q in Q, τ(q) = i

n for some nonnegative integer
i ≤ n if i

n ≤ σ(q) < i+1
n . It is clear that τ is defined well, and |τ(q)−σ(q)| ≤ 1

n ≤ ε
holds for any state q ∈ Q. Evidently, B is in the class NFFAn and B is a DFFA.
For any input string ω ∈ Σ∗, let q = δ∗(q0, ω), then fC(ω) = σ(q) and fB(ω) =
τ(q). Furthermore, if fA(ω) < 1

n , then fC(ω) = fA(ω) ∨ 1
n = 1

n = σ(q). By the
definition of τ , fB(ω) = τ(q) = 1

n . Hence |fA(ω)− fB(ω)| = 1
n − fA(ω) ≤ 1

n ≤ ε.
If fA(ω) ≥ 1

n , then fC(ω) = fA(ω) ∨ 1
n = fA(ω), i.e., fC(ω) = σ(q) = fA(ω).

By the definition of τ , it follows that |fA(ω) − fB(ω)| = |fC(ω) − fB(ω)| =
|σ(q) − τ(q)| ≤ ε. Therefore, B is a DFFA in the class NFFAn which can
approximate A with accuracy ε.

Remark 3. By Theorem 1, Remark 1, Theorem 4 and the constructions given in
Remark 2, for a t-norm � satisfying WFGC, we know that NFFAs under max-�
compositional inference and NFFAs under max-min compositional inference are
equivalent in the approximate sense. Therefore, for different kinds of t-norms sat-
isfying WFGC, NFFAs under max-� compositional inference are equivalent in the
approximate sense. This gives an affirmative answer to the mentioned problem
in the introduction section, and NFFAs under different compositional inference
mode have the ability to describe discrete event systems with fuzzy uncertainty
and fuzzy discrete recurrent systems. That is to say, just as fuzzy systems using
different compositional reasoning methods are universal approximators to the
general fuzzy control systems [9, 6], NFFAs with different compositional infer-
ence are also universal to discrete fuzzy systems. This is just the significance of
the consequence of Theorem 4. Furthermore, since a continuous t-norm can be
uniformly approximated by a sequence of Archimedean t-norms [4], the results
presented in this paper can also be applied to any continuous t-norm.

3 Conclusion

In this work, we study the relationship between DFFA and NFFA under max-�
compositional inference for some t-norm satisfying weakly finite generated condi-
tion. We show that DFFA and NFFA are not equivalent in general. However, we
can approximate an NFFA by some DFFA with any given accuracy, the related
construction is also presented in Remark 2. The significance of this approxima-
tion is that it shows the approximation equivalence between NFFAs using max-�
compositional inference for different kinds of t-norms. Therefore, as the models
of discrete event systems with fuzzy uncertainty, fuzzy finite automata can be
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universally used. Some general results are obtained which will be potentially
useful for the application of fuzzy finite automata.
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Summary. With the rapid development of ubiquitous computing technology in the
home and community, users can access information anytime and anywhere via personal
devices such as PDA and internet mobile device. Ubiquitous application will need flex-
ible access control mechanisms and more suitable access control decisions. Also context
awareness throughout intelligent system is emphasized in order to provide automatic
services in future home system. In this paper, we use a variety of device for collecting
data from events for users in the home. This data is stored in the form of cases. This
case form of data is used as training data for learning with a neural network algorithm,
and the result is applied to an intelligent context aware system for future home au-
tomation. This system provides the intelligence required to “right situations do right
things” for users. Consequently, the proposed system is an intelligent one.

Keywords: Context-aware, Neural Network, CBR.

1 Introduction

As computers become more common in the home and broadband technology is
introduced into residential communities, new applications will allow a wide range
of human activities (e.g., education, entertainment, social and community gath-
erings, etc.) to be conducted over the internet. Such applications often will use
information about the residents of smart home, as well as various resources inside
the home. Furthermore, these applications will access this sensitive information
from many different locations. Therefore, the protection of private information
about each smart home’s resources and residents is a critical concern that must
be addressed before such applications can be successfully deployed. Also the
proliferation of smart gadgets, mobile devices, PDA and sensors has enabled the
construction of pervasive computing environments, transforming regular physi-
cal spaces into intelligent spaces [1]. Also intelligent spaces provide services and
� This research was supported by the Program for the Training of Graduate Students

in Regional Innovation which was conducted by the Ministry of Commerce Industry
and Energy of the Korean Government.
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resources that users can access and interact with via personal portable devices
such as PDAs using short range wireless communications such as Bluetooth or
IEEE 802.11. The resulting anytime,anywhere access infrastructure is enabling
a new generation of applications that can leverage this home environment infor-
mation by continuously managing, adapting and optimizing it. The home system
will effectively integrate the previously separated communication and computing
networks in the home and incorporate the core tenets of ubiquitous computing.
The future home system requires dynamical adaptation according to the user’s
activities and environments. Many researchers have focused on context-aware
architectures and context-aware applications [2]. Automatically collecting the
context information and reacting in ways that fit in with the environment are
the main design goals of context-aware systems. Machine learning, data min-
ing, and intelligent decision algorithms with context information are the key
technologies required to implement context-awareness in the home environment.

Until now, neural networks have been successfully applied to many classi-
fication problems in data mining. The complex structure of neural networks
provides the powerful performance required to solve difficult problems, but also
make it difficult to construct a proper architecture. For efficient and effective
data mining tools to be developed, there are several requirements and chal-
lenges to be met[3]. These include performance, user interaction, and smart
architecture. Performance includes accuracy and efficiency. User interactivity
allows users to perform customized functions. Smart architecture implies the
ability of self-adaptation to the environment.

In this paper we demonstrate how to use CBR (case based reasoning) with
neural network algorithm as context awareness solution in future home environ-
ment. The context content and case’s organization format are discussed respec-
tively. For case retrieving, multi-level similarity is suggested. A framework was
developed the novel system based on CBR with a neural network algorithm. Ac-
cording to the action to be performed, a different solution to the case adaptation
is defined. In future homes, a specific solution for case revising is suggested.

The rest of this paper is organized as follows: Section 2 presents the back-
ground and related work. Section 3 presents the proposed novel system based on
CBR with a neural network algorithm for future homes. Section 4 presents the
conclusion and future works.

2 Background and Related Work

Nowadays, a lot of smart home projects have been initiated by many research
institutes such as the Georgia Tech Aware Home [4], MIT Intelligent Room [5]
and Neural Network Hose [6] at the University of Colorado at Boulder. Context-
awareness is one of the primary characteristics of future homes. Collecting infor-
mation from sensors, reasoning based on information from knowlege databases,
and thus adopting corresponding activities are the main steps of context-aware
applications. Much work has been done on how to use reasoning algorithms to
achieve context awareness.
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A. Ranganathan et al. proposed a context-aware model based on first order
predicate calculus [7]. They used a first order model to express complex rules,
which involve contexts. This knowledge expression enables automated inductive
and deductive reasoning to be easily performed on contextual information. M.
Wallace et al. developed a context aware clustering algorithm for mining a user’s
consumption interests of multimedia documents, based on the user history [8].

CBR is a problem solving technique that reuses previous cases and experiences
to find a solution to current problems. L.D. Xu et al. discussed the advantages
and process of CBR and provided an application that uses CBR to judge the
AIDS (Acquired Immune Deficiency Syndrome)[9]. W. J. Yin et al. used a com-
bination of genetic learning approach and case based learning to solve job-shop
scheduling problems [10].

In general in the case of category classifications with multilayer feed-forward
neural networks, the hidden units are learned to maximize the useful informa-
tion from the input pattern and the output units are learned to discriminate the
information obtained from the hidden units [11]. Therefore, it is reasonable to
provide more information to the output units in order to improve the discrimina-
tion power in category classification. A back-propagation neural network offers a
framework suitable for reusing the output values of the network during training.

3 Context in Future Home

3.1 Scenarios

To illustrate the motivation of our research, let us discuss an example application
that could be used by a pervasive computing infrastructure in a future home.
The home has several rooms including bedrooms, a dining room, kitchen, living
room, bathroom and garage. Sensors in the home can capture, process and store
a variety of information about the home, the users and their activities.

The future home sometimes means an automated home. One possible scenario
is as follows: ”At 19:00, Miss Kim enters the garage; the garage’s door opens
and the garage’s light switches on automatically. After parking her car, Miss
Kim leaves the garage; the light turns itself off and the door is closed. Next,
Miss Kim enters the living room; the room temperature is 0 ◦C, the heater will
automatically turn itself on to increase the temperature. At the same time, the
TV is turned on and tuned to the entertainment channel is tuned.”

”At 23:30, Miss Kim leaves the living room and enters the bedroom, the heater
and TV in the living room are turned off. The light in the bedroom is turn on, and
the brightness is set to low.” Although the above scenarios seem to be relatively
simple, it would be challenging to achieve these ”simple” scenarios in the real
home environment. The purpose of context awareness is ”to do the right in the
right situations”. The basic principle of the commonsense reasoning and context
awareness is the understanding of the current state. However, there are many
situations in which the TV, heater and light might be encountered. In terms
of adjusting the TV channel: some people prefer the news, while others prefer
entertainment. Sometimes TV stations provide comedy, while sometimes they
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provide sitcoms. Also, some programs fit the living room, while other programs
fit the bedroom, and so on.

In term of switching on the heater: some people like the room to warm while
others like it to be cool, some like to turn on the heater while they are sleeping
while others do not, and so on. It almost means impossible for the system designer
to envision all possible contexts before the deployment of the system. The future
home system will inevitably perform in unexpected and undesirable ways on
occasion and inevitably perform in unexpected and undesirable ways on occasion
and, thus, disappoint the home occupant. A common learning algorithm also
cannot solve this problem, because the training set will not contain examples of
appropriate decisions for all possible contextual situations.

3.2 Content of Context

Context is usually classified into three categories: the environment, the user’s
activity, and the user’s physiological states. Each category has its own subcat-
egories. In the beginning, our context information model will be simple and
idiographic. We don’t deal with abstract concepts. We assume that the context
information can be simplified into a collection of discrete facts and events with
numeric parameters.

According to the above analysis, there may be different rooms. The occupant’s
habits cas also vary. So,the context in smart home can be classified into three
dimensions: (1) time, (2) environment, and (3) person. In each category, there
are several entities as shown in Table 1. Since the occupants deal with a large
amount of information, the context information is modeled hierarchically.

As an analogical reasoning system, CBR with a neural network algorithm
bases itself on the concept that ”similar problems have similar solutions”, finds
a solution by analyzing the information from previous cases and effects the nec-
essary modifications to adapt to new circumstances.

In the proposed system, a database is used to store the case information. This
case information is organized into related tables. The target is the development of
a solution in order to find the best matched set from the existent cases. Then, we
then support the ”do the right thing in the right situation”paradigm. The stored
data learned using the neural network algorithm is used to find the best match.

Table 1. Context categories and entities in future home

Time Time Minute/Hour/Day/Week/Month/Season
Time sequences Event occurring sequence
Location Bedroom/Bathroom/Kitchen/Dining

room/Living room/Garage
Envi- Status Leaving/Staying/Entering
ronment Temperature Environment’s temperature
Person ID Person’s ID

Profile Name/Gender/Age
Habit Sports/News/Entertainment/Warm/cool
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Our learning process can be described as follows:

(1) Initialization
- All interconnected weight values have a small random value [0,1]
(2) Application of training data
- The stored data is used as training data for the input node
(3) Forward computation
- The training data should be forward passed through the hidden layer between
the input layer and output layer
- In this step, computing errors are signaled by comparing the target value to
the input value
(4) Backward computation
- Compute the local error value of the network by proceeding backward, layer
by layer.
- This signal was passing backward.
(5) Iteration
- In the case where new training data is available, reiterate steps (2) to (4) un-
til that average square error for all of the training data is sufficiently low or
approximately equal to the target value.

In the case of the neural network algorithm, there is no theory which cas be
used to identity the neural network architecture. Therefore, it is very difficult
to decide the learning rate value η, the momentum constant value α, and how
many hidden layers there should be. Therefore, in our paper, we select the value
based on the experimental result.

To select the number of hidden nodes, we carry out the experiment as following
experiment: set the learning rate value η to 0.7 and the momentum constant
value α to 0.3, increase the number of hidden nodes from 12 to 26 in steps of
one. Then, the experiment is iterated 20,000 times. As a result of the test, we
show that most of the cases have over 98% accuracy and the difference is below
0.25%. Therefore, we select the best case: the number of hidden nodes is 15.

Next, in order to select the learning value η and the momentum constant value
α, we conduct a similar test as follows: set the number of hidden nodes to 15 and
change the learning rate value η and the momentum constant value α as table 2.
Then, the experiment is iterated 20,000 times. As a result of the test, table 2
shows that the average squared error had lowest value when the learning rate η
is 0.7 and the momentum constant αis 0.3. Also, accuracy for adequate service
had the highest value when learning rate η: 0.7 and momentum constant α: 0.5.
Thus, we select the following values: learning rate η: 0.7, momentum constant
α: 0.3, the number of hidden layers: 2 and the numbers of hidden nodes: 15.

The proposed neural network model therefore has input layer, hidden layers
and output layer. Its elements are as follow:

- X1,· · ·, Xn: Input data (e. g., time(X1), time sequences(X2), location(X3),
status(X4), temperature(X5), ID(X6), profile(X7), habit(Xn))
- P1, · · ·, Pn: Output data (adequate service(Px))
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Table 2. Performance comparison of the back-propagation neural network with the
learning rate and momentum constant

Learning Momentum Average Accuracy for
Rate Constant Squared Error adequate service(%)
0.3 0.1 0.0199 98.67
0.3 0.3 0.0185 98.86
0.3 0.5 0.0255 98.76
0.3 0.7 0.0174 98.98
0.3 0.9 0.0178 98.98
0.5 0.1 0.0214 98.83
0.5 0.3 0.0175 98.98
0.5 0.5 0.0186 98.98
0.5 0.7 0.0167 99.03
0.5 0.9 0.0339 98.35
0.7 0.1 0.0176 98.89
0.7 0.3 0.0161 99.05
0.7 0.5 0.0170 99.08
0.7 0.7 0.0183 99.05
0.7 0.9 0.1189 81.98

4 Conclusion

Intelligence is the core of the future home and context-awareness plays an im-
portant role in providing it. With context-awareness, systems can decide which
services should be provided. Building a case based expert system is a feasible
solution to this problem. Firstly, the future home is a complex system. Secondly,
it is impossible to enumerate all of the possible scenarios that may appear before
the context awareness system is deployed.

In the proposed system, the stored data learned using a neural network al-
gorithm is used to find the best match. This system supports the ”do the right
thing in the right situation” paradigm. Thus, CBR with a neural network algo-
rithm is a suitable solution to use in the future home. There are a lot of context
contents in the future home environment and more case features will be added
to the case tables within this scheme in a future study.
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Summary. Clustering of text documents is an important data mining issue and
has wide application fields. However, many clustering approaches fail to yield high
clustering quality because of the complex document semantics. Recently, semantic
smoothing, which has been widely studied in the field of Information Retrieval, is
proposed as an efficient solution. However, the existing semantic smoothing meth-
ods are not effective for partitional clustering. In this paper, based on the principle
of TF*IDF schema, we propose an improved semantic smoothing method which is
suitable for both agglomerative and partitional clustering. The experimental results
show our method is more effective than the previous methods in terms of cluster
quality.

1 Introduction

Clustering of text documents is an important data mining issue and has wide
application fields. A volume of previous work has been focused on this area
[1][6]. However, many clustering approaches fail to yield high clustering quality
because of the complex document semantics. In general, agglomerative and par-
titional clustering are two main approaches for document clustering. Then how
to improve the cluster quality is a critical problem for these two approaches.

A document is often full of class-independent general words and short of class-
specific core words, which leads to the difficulty of document clustering. Recently,
the researchers show that the semantic smoothing, which has been widely stud-
ied in the field of information retrieval (IR) [2][3], is an efficient solution for such
problems [1]. The key idea of semantic smoothing approach is to discount general
words and assign reasonable counts to unseen core words. The experimental re-
sults in [1] show the semantic smoothing methods are suitable for agglomerative
clustering. However, the experiments also show the existing semantic smoothing
methods can not efficiently reduce the general words and are not effective for
partitional clustering.

In this paper, inspired by the principle of TF*IDF schema, we propose an
improved semantic smoothing method which is suitable for both agglomerative
and partitional clustering. The experimental results also show our methods are
more effective than the previous methods in terms of cluster quality.
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2 The Existing Clustering Based on Semantic Smoothing

The existing context-sensitive smoothing approach includes three steps: (1) mul-
tiword phrase extraction and translation, (2) building the semantic smoothing
model, (3) clustering based on the semantic smoothing model.

Many previous approaches use word extraction method and single word vector
as the document features. However, they suffer from the context-insensitivity prob-
lem. The terms in these models may have ambiguous meanings. To solve this prob-
lem, [1] uses the multiword phrases as topic signatures (document features). They
index all documents in a given collection with terms (individual words) and topic
signatures (phrases). Then the training process, which determines the probability
p(w|tk) of translating the given multiword phrase tk to term w in the vocabulary,
is used. After training, we can estimate the semantic smoothing model. There are
two kinds of context-sensitive semantic smoothing models, one is the document
model-based smoothing, and the other is cluster model-based smoothing.

The document model-based smoothing approach is a kind of context-sensitive
semantic smoothing approach that is used for agglomerative clustering. For each
word in the vocabulary, its likelihood generated by a given document is obtained
using the formulas (1)(2)(3).

pbt(w|d) = (1 − λ)pb(w|d) + λpt(w|d) (1)

pb(w|d) = (1 − α)pml(w|d) + αp(w|C) (2)

pt(w|d) =
∑

k

p(w|tk)pml(tk|d) (3)

The document model with semantic smoothing (i.e. formula (1)) is a mixture
model with two components, that is, a simple language model and a topic signa-
ture (multiword phrase) translation model. The influence of two components is
controlled by the translation coefficient (λ) in the mixture model. The first com-
ponent is the simple language model (i.e. formula (2)), which can be obtained
using the maximum likelihood estimator (MLE) document model pml(w|d) to-
gether with background smoothing model p(w|C) [2] with the controlling coeffi-
cient α. The second component of document model is the topic signature (multi-
word phrase) translation model (i.e. formula (3)). Here, the probability p(w|tk) of
translating tk to term w (individual word) is estimated in the training process.

The cluster model-based smoothing approach is a kind of context-sensitive
semantic smoothing approach that is used for partitional clustering. The esti-
mation of the cluster model p(w|cj) is very similar to the document model by
replacing the document d in the above document model (i.e. formulas (1)(2)(3))
with the cluster cj .

For agglomerative clustering, it is essential to measure the distance of two
clusters, which is further reduced to the calculation of pairwise document dis-
tance by the complete linkage criterion. Give two document models p(w|d1) and
p(w|d2), the KL-divergence distance [5] can be used to evaluate their distance,
which is defined as,
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Δ(d1, d2) ≡
∑

w∈V

p(w|d1) log
p(w|d1)
p(w|d2)

(4)

where V is the vocabulary of the corpus. Since KL-divergence is not a symmetric
metric. Thus, the distance of two documents is defined as the minimum of two
KL-divergence distances:

dist(d1, d2) ≡ min {Δ(d1, d2), Δ(d2, d1)} (5)

For partitional clustering, the problem is how to estimate the likelihood of a
document d generated by a cluster. Based on the multinomial model [4], the
log likelihood of document d generated by the j-th multinomial cluster model
p(w|cj) is described in formula (6).

log p(d|cj) =
∑

w∈V

c(w, d) log p(w|cj) (6)

where c(w, d) denotes the frequency count of word w in document d and V
denotes the vocabulary.

3 The Improved Semantic Smoothing Model

3.1 The Improvement with IDF Factors

The experimental results in [1] show the semantic smoothing models are suitable
for agglomerative clustering. However, the experiments also show the semantic
smoothing models are not effective for partitional clustering. The key reason
is that the existing semantic smoothing models are effective for handling the
sparsity of core words that is the major problem affecting the agglomerative
clustering. On the other hand, the density of general words but not the spar-
sity of core words is critical in partitional clustering, and the existing semantic
smoothing models are not enough effective for discounting general words. Actu-
ally, Based on the principle of TF*IDF [6], we propose an improved semantic
smoothing model. The principle of TF*IDF scheme contains two aspects. That
is, if a term appears frequently in a given document, then it is important for
the document, and on the other hand, if a term appears in many documents in
the corpus, it is less important to the document. Generally, the terms appearing
in many documents are probable to be the general words. The existing seman-
tic smoothing models just consider the frequency counts of the words and topic
signatures, and that corresponds to the TF factor of TF*IDF schema. In our
improved method, we use the IDF factors to enhance the ability of discounting
general words. In detail, we define the IDF factors as follows.

Definition 1. The δ factor of term wi is defined as log2(N/ni +0.01), where N
is the total number of document in the corpus and ni is the number of document
contains term wi.
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Definition 2. The ϕ factor of topic signature (multiword phrase) ti is defined
as log2(N/ni + 0.01), where N is the total number of document in the corpus
and ni is the number of document contains topic signature ti.

Based on the above two factors, we define the improved document model-based
semantic smoothing model as the formulas (7)(8)(9).

p
′

bt(w|d) = (1 − λ)p
′

b(w|d) + λp
′

t(w|d) (7)

p
′

b(w|d) = (1 − α)pml(w|d)δ + αp(w|C) (8)

p
′

t(w|d) =
∑

k

p(w|tk)δpml(tk|d)ϕ (9)

Similarly, we can get improved cluster model-based smoothing model by re-
placing the document d in the improved document model (i.e. formulas (7)(8)(9))
with the cluster cj .

3.2 The Improvement with Equal Background

From the above formulas, we can also know that the background model p(w|C) is
computed by the frequency count of word w in background corpus (c(w, C)). Ac-
tually, the background model p(w|C) largely influences the likelihood of general
word generated by a given document or cluster. Since the general words often
have high frequency in the background corpus. So, we introduce the equal back-
ground model as another improvement. In equal background model, the general
words would have the same probability as the other words. We use the average
frequency count to compute the model estimation value. The estimation of the
equal background model is given in formula (10).

p(w|C) =
avgwi∈C(c(wi, C))∑

wi∈C c(wi, C)
(10)

In (10), avgwi∈C(c(wi, C)) denotes the average frequency count of the words in
the background corpus. By replacing the original background model in the previ-
ous formulas with the equal background model, we can obtain another improved
smoothing model.

4 The Experimental Results

In the experimental studies, we evaluate both agglomerative and partitional
clustering with different semantic smoothing methods. We denote the original
context-sensitive semantic smoothing method as O-smoothing, denote the im-
proved context-sensitive semantic smoothing with IDF factors as I-smoothing,
and denote the improved context-sensitive semantic smoothing with both
IDF factors and the equal background model as IE-smoothing. Similar to [1],
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the evaluation functions, FScore, Purity and normalized mutual information
(NMI), are used to evaluate the cluster quality, and 20ng-newsgroups (20NG) is
used as the test dataset.

In our experiments, we use the complete linkage criterion and document
model-based semantic smoothing model for agglomerative clustering, and we
use K-Means and cluster model-based semantic smoothing model for partitional
clustering. Since the converging of the agglomerative clustering is slow, we only
test it with the small corpus. We randomly pick 100 random documents from
each selected class of 20NG dataset to form the small corpus (2000 documents).
The Large dataset contains all 20 classes (19660 documents) of 20NG dataset.

The experimental results with different kinds of smoothing are in Table 1, 2,
3. For all smoothing methods except TF*IDF, we run with different translation
coefficient(λ) and choose the best evaluation function values to report and the value
in the bracket corresponds to the translation coefficient value for the best values.

Table 1. Agglomerative clustering with different kinds of smoothing

Evaluation Function Vector Cosine KL-Divergence
TF*IDF O-smoothing I-smoothing IE-smoothing

FScore 0.092 0.206 (λ=0.6) 0.217 (λ=0.7) 0.193 (λ=0.4)
NMI 0.132 0.198 (λ=0.6) 0.258 (λ=0.4) 0.246 (λ=0.8)
Purity 0.098 0.220 (λ=0.6) 0.255 (λ=0.9) 0.249 (λ=0.9)

Table 2. Partitional clustering with different kinds of smoothing (small corpus)

Evaluation Function Standard K-Means Model-based K-Means
TF*IDF O-smoothing I-smoothing IE-smoothing

FScore 0.368 0.298 (λ=0.6) 0.320 (λ=0.2) 0.463 (λ=0.4)
NMI 0.377 0.318 (λ=0.9) 0.352 (λ=0.8) 0.481 (λ=0.8)
Purity 0.402 0.319 (λ=0.5) 0.350 (λ=0.2) 0.484 (λ=0.4)

Table 3. Partitional clustering with different kinds of smoothing (large corpus)

Evaluation Function Standard K-Means Model-based K-Means
TF*IDF O-smoothing I-smoothing IE-smoothing

FScore 0.438 0.455 (λ=0.4) 0.536 (λ=0.6) 0.551 (λ=0.6)
NMI 0.508 0.472 (λ=0.6) 0.537 (λ=0.6) 0.567 (λ=0.4)
Purity 0.485 0.463 (λ=0.4) 0.576 (λ=0.6) 0.533 (λ=0.4)

5 Conclusions

In this paper, based on the IDF factors and the equal background strategy,
we propose an improved context-sensitive semantic smoothing for model-based
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document clustering. The improved smoothing model has much stronger ability
of discounting general words and is more suitable for document clustering. The
experimental results also confirm our method is more effective than the previous
methods in terms of cluster quality.
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1 Introduction

Content-based [6] and collaborative-based methods [7] [8] [9] are two main un-
derlying techniques used in recommendation system. Some researchers proposed
hybrid recommendation method to compromise the advantages and disadvan-
tages of content-based and collaborative recommendation approaches [4] [10].
These three approaches share the common goal of assisting in the user’s search
for items of interest not recommending themselves to other users. For friend
recommendation, we proposed a graph-based method, in this research, named
Weighted Information Ratio (WIR) borrowed idea from information theory [1]
[2]. We compare the method WIR with our prior algorithm in friend recommen-
dation named Minimum-message Ratio (WMR) [3]. The precision and recall of
WMR method are 15% and 8% for a target member with 15 recommendations
in the testing prediction, respectively. This result is acceptable compared to a
hybrid recommender system for digital library [4], where the testing precision
and recall are 3% and 14% for 100 customers. Both recommendation algorithms
generate a limited, ordered and personalized friend lists by the real communica-
tion number among web users. Communication number is more representative
than most of the population variables because they are lack of diversity [5].

There are three indexes in the quality evaluation of recommender system, that
is, recall, precision and F1 metric [9] [11]. Recall is the ratio of recommendation
lists to the real future happenings of a target user. Precision is the ratio of
correct guess in all the recommendations.In order to average recall and precision,
we use the standard F1 metric that gives an equal weight to both measures
and is computed as F1 = 2∗recall∗precision

recall+precision .
The article is organized as follows. Our main theory of WIR and WMR are

given in Section 2. Section 3 is the comparison of WIR and WMR by an ex-
perimental real life data from a community website. Section 4 is our concluding
remarks.

2 Research Method

We chose the minimum interaction number as the strength of relationship in
WMR. But some people may be enthusiasm if they issued many letters out. We

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 223–229, 2007.
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Fig. 1. Interaction Network

consider both information volume and minimum message number in WIR. From
the famous research of Milgram in the social network [12], proposed that two
Americans acquainted each other only through the most 6-level intermediaries. It
makes no sense to get recommendations from a big and complex network in our
case study. Therefore, we used the target user as a root to expend 5 levels form-
ing a candidate network. An example is shown in Figure 1. In Figure 1(a), we
can observe some members with unbalanced interaction.The minimum-message
candidate network is shown as Figure 1 (b). In Figure 1 (b), the member A can
acquaint member D directly through member B, noted as P(D→A)={A, B, D}.
But it also can be through the path P(D→A)={A, C, B, D}. It seems to be redun-
dant and unnecessary by adding an extra intermediary C. Therefore, we eliminate
the interactions between same-level nodes as shown in Figure 1 (c). Figure 1 (d)
is two-way interactions of Figure 1 (c). There is an assumption in WMR and WIR
algorithm, that the longer the path, the lower the recommendation.

The Weighted Minimum-message Ratio-WMR Recommend
Algorithm. The WMR algorithm is based on the minimum message candi-
date network without interactions on the same level. All the examples are based
on the network in Figure 1 (c). Notation defined as

Cij : the minimum messages between the parent node i and child node j.
L(h): all the nodes belong to the level h in the candidate network.
Pthk(j ): the kth path stared from root (the target user) to any node j.
Pthk(j ).CSum: the total messages of path Pthk(j ).
L(h).CSum: the total messages of L(h), for example, L(1).CSum= CAB + CAC

= 3 + 4 = 7.
C(i, j): the proportion of message Cij and total messages of the level h where
node j ∈ L(h) and i ∈ L(h-1), i is the parent node of node j, for example, C(A,
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B) = CAB / L(1).CSum = 3
7 .

WMRo(j): the recommendation score of node j to node o, in WMR, all the
recommendations being aimed at the root node (the target user) and j �∈ L(1).

Table 1. Ordered Recommendation Lists to Node A in WMR

Recommend 

Order

Member Recommend 

Score 

1 G 6.00

2 I 4.00 

3 H 3.43

4 D 2.14

5 J 1.62 

We assume that the more messages the stronger the relationship between
members (nodes). We propose a friend recommended ratio based on the strength
of interaction. The recommendation is

WMRo(j) = Σk[Pthk(j).CSum ∗ ΠiC(Si−1, Si)] (1)

Si ∈ Pthk(j)∩L(i), i = 1, ..., h−1, where j ∈ L(h) and h �= 1. After we calculated
all recommendation scores for all nodes except the nodes in L(1) because they
are friends of the root node. The ordered recommendation lists are in Table 1.

The Weighted Information Ratio-WIR Recommend Algorithm. All the
examples are based on the network in Figure 1 (d). Notation defined as

n(i → j): the number of message issued from node i to node j.
n(i ↔ j): the number of message between node i and node j.
n(i): the number of message issued by node i, n(i) = Σjn(i → j).
N : the total messages in this network.
P (i): the message probability of node i, that is, the messages issued from node
i divided by all the messages, for example, P(A)=n(A)/N =8/57=0.140.
Pthk(j): the kth path stared from root (the target user) to any node j.
Cij : the minimum messages between the parent node i and child node j.
Pthk(j).CSum: the total minimum messages of path Pthk(j), for example,
Pth1(G).CSum = CAB + CBG = 3 + 3 = 6.
IR(i, j): the information ratio between node i and node j defined by

IR(i, j) = (p(i) ∗ n(i → j)
n(i ↔ j)

+ p(j) ∗ n(j → i)
n(i ↔ j)

) (2)

For example, IR(A,B) =0.140*4/7+0.193*3/7=0.163.
L(h): all the nodes belong to the level h in the candidate network, for example,
L(1) = {B,C}.
WIRo(j): the recommended score of node j to node o, in WIR, all the recom-
mendations being aimed at the root node (the target user) and j �∈ L(1).

WIRo(j) = Σk(Pthk.CSum ∗ log
Πt∈Pthk

IR(o, t)
P (o) ∗ P (j)

) (3)
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Table 2. Message Possibility Issued by Each Member

 Possibility 

P(A) 0.140 

P(B) 0.193 

P(C) 0.281 

P(D) 0.035 

P(G) 0.123 

P(H) 0.088 

P(I) 0.088 

P(J) 0.052 

Total 1.0 

Table 3. Information Ratio between Two Connected

 Information Ratio 

IR(A,B) 0.163 

IR(A,C) 0.225 

IR(B,D) 0.130 

IR(B,G) 0.167 

IR(C,G) 0.236 

IR(C,H) 0.143 

IR(C,I) 0.160 

IR(G,J) 0.080 

Table 4. Ordered Recommendation Lists to Node A in WIR

Recommend 

Order

Member Recommend 

Score 

1 G 4.127 

2 I 3.260 

3 D 3.180 

4 H 2.051 

5 J -6.065 

For example WIRA(I) = (4 + 3) ∗ log 0.225∗0.160
0.140∗0.088 = 3.26.The probability for each

member in Figure 1(d) is listed in Table 2. The information ratio between two
connected nodes is listed in Table 3. The recommendation list is shown in Table 4.

3 Experimental Study

Experimental Environment and Data Process. The experimental data
come from a community website in Taiwan. The period of data spans from May
1, 2004 to July 7, 2004 with total 317,171 messages issued by 7,620 distinct
members. We divided the whole messages into two parts; one part is from May
1, 2004 to May 30, 2004 to be the training data, the other is from June 1, 2004
to July 7, 2004 to be the testing data. The former has 114,969 messages and
the latter has 202,202 messages. Lo used rescaled consuming-behavior variables:
recency, frequency and monetary to segment 16,094 customers into five clusters
by K-means method into five clusters [5]. Pool the actives and potentials and re-
clustered by K-means again. There are 678 of potential customers had message
records in May and June. We randomly sampled 30 customers from these 678
potential customers being our testing members.
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Experimental Result and Evaluation. For each testing sample, we made 5
to 30 recommendations. Some of 30 recommendation lists for one of our 30 test-
ing customers. All these lists were predictions because we did not recommend
these lists in practice. We just compared the lists with the testing data. The
recall, precision and F1 metric for WMR and WIR are shown in Table 5 and
Table 6, respectively. The comparison of these two method for recall, precision
and F1 metric are exhibited in Figure 2, 3 and 4, respectively. The F1 metric
of WMR is about the same after 15 recommendations in Figure 4. We chose
15 recommendations as our quantity of recommendation in order to balance the
recall and precision where precision = 14.7% and recall = 8%. The F1 metric of
WIR is about the same after 20 recommendations in Figure 4. We chose 20 rec-
ommendations as our quantity of recommendation in order to balance the recall
and precision where precision = 21.8% and recall = 17.6%. The experimental
results of WIR are much better than those of WMR in different recommenda-
tion quantity from Figure 2 to Figure 4. In order to give statistical evidence
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Table 5. Recommend Evaluation Indexes by WMR

# of Recom. 5 10 15 20 25 30 

Precision 0.186 0.173 0.147 0.123 0.111 0.107 

Recall 0.03 0.06 0.08 0.09 0.1 0.116 

F1 0.056 0.09 0.104 0.104 0.105 0.112 

Table 6. Recommend Evaluation Indexes by WIR

# of Recom. 5 10 15 20 25 30 

Precision 0.293 0.233 0.216 0.218 0.201 0.190 

Recall 0.063 0.094 0.128 0.176 0.203 0.223 

F1 0.103 0.134 0.161 0.195 0.202 0.205 

Table 7. Tests of Precision in WMR and WIR

Z-Statistics
# of Recom.

Precision Recall 

5 2.16** 3.73*** 

10 1.82** 3.24*** 

15 2.68*** 4.08*** 

20 4.37*** 6.94*** 

25 4.83*** 7.37*** 

30 4.89*** 7.31*** 

about the improvement of WIR comparison with WMR in precision and recall,
we made two hypotheses as 1. H0: Precision of WIR=Precision of WMR vs. H1:
Precision of WIR>Precision of WMR 2. H0: Recall of WIR=Recall of WMR vs.
H1: Recall of WIR>Recall of WMR. The Z-statistics are exhibited in Table 7.
The test results show that acceptance H1 for both hypotheses and the propor-
tion differences are supported by statistical significant level equal to at least 5%
for precision and 1% for recall from 5 to 30 recommendations.

4 Conclusion and Future Research

There is little research on friend recommendation. In this study, we proposed
a graph-based friend recommendation algorithm, WIR. We developed our al-
gorithm and interface under Visual Basic 6.0 and MSSQL 2000. The average
precision is around 22% and average recall is 18% for our 20 recommendations
in our experimental prediction. Due to no practical recommendations in this
experiment, we can not expect the true precision and recall. However the test-
ing precision and recall of WIR are much better than our former graph based
algorithm WMR with 15% precision and 8% recall. On the experimental limit,
we only provide the predicting precision and recall. However, the true effect of
recommendation still requires further validation.
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Summary. Ontology-driven Web Services composition represents a novel approach
to provide value added services or to improve services availability. Here we describe
how ontology can be exploited to express the composition criteria, which can be
automatically processed to obtain different workflows with the same semantic. Each
workflow can be used to generate an orchestrated or a chorographical execution plan,
whose actor contributes to provide the final service. We present a simple implementa-
tion as proof of concept using an OWL description of the composition criteria and the
JENA APIs to process it.

1 Introduction

The Service Oriented Architecture (SOA) is the most accepted model for devel-
oping distributed systems, where heterogeneous applications cooperate to satisfy
user’s requests. This model is based on software agents, which interact by as-
suming the role of Service Requestor or Service Provider, and a Service Registry,
which stores services’ description files. Web Services (WSs) are the wide accepted
standard technology for building SOAs. In the last years a lot of efforts in re-
search activities have focused on WSs composition. Much of the work on WSs
composition adopt a human-driven approach [5, 6, 7]. The developer generates,
manually, a composition plan that will be published in a public register as a
new service and will be executed by a centralized engine. When the composed
WS is requested, the engine executes the plan and invokes the WSs mentioned
in the plan. This kind of composition is not scalable when the number of WSs
increases. Furthermore the developer needs to have low-level knowledge about
adopted technologies. The execution will fail, if at least a service mentioned in
the plan is not available. In [3] a semi-automated approach is used. The devel-
oper exploits a framework that, by a semantic analysis of the available services,
is able to help him to select the suited components during the composition pro-
cess. Step by step the developer chooses a service from a list. The framework
makes a matching, based on functional and not-functional properties, between
the chosen service and the component requirements. The new composed service is
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stored like a DAML-S CompositeProcess. This approach is still unscalable. The
last approach is completely automatic [2]. It must be supported by a semantic de-
scription of the provided service capabilities in order to recognize the similarities
between the provided capabilities and the requested functionalities. The service
description must provide the information about service requirements, interac-
tion protocol and low-level mechanisms used for invocation, too. It means that
automatic composition requires full semantic support, not only syntactic inter-
operability. Some standards [6, 7] describe how multiple WSs could be composed
together to provide a more complex WS, but they only address composition at
syntactic level. Here we propose an ontology-based approach and an architecture
to support automatic and intelligent composition of WSs. Composition will be
exploited in order to provide value added services and to improve availability
of existing ones. Our approach is divided into three phases [1]. Furthermore we
present a framework, that we have partially implemented, that supports plan-
ning of composite services and choreographic execution by mobile agents. In the
following we focus on composition. About a preliminary work on mobile agents
based execution the reader can refer to [4]. In the section 2 we present our ap-
proach to the composition of WSs and a proof of concept implementation. In the
section 3 we present an example of use. Finally conclusions and future works are
due.

2 Framework Overview

The conceived approach aims at supporting automatic and intelligent WSs com-
position granting semantic compliance of composed services using OWL-S. OWL-
S [10], which is proposed by W3C, defines a set of OWL ontologies to describe
WSs in a more expressive way than the one allowed by WSDL [8]. In particu-
lar these ontologies describe what a WS does, how it works and how to access
it. Processing OWL-S description of services it is possible to find relationships
among services such as equivalence and dependencies [3], which will be used to
find new equivalent workflows to improve services availability or to build new
services categories. In this section we introduce those components, and their
prototypal implementation. In Figure 1 we show how our framework has been
conceived to be exploited in a distributed system according to the SOA stan-
dard model. It means that the client will act as a standard Service Requestor
that is able to discover the available services in a public Service Register and
to invoke them according to their WSDL descriptions. The framework will act
as a standard Service Provider able to handle client’s requests. In the same way
Service Providers, which aim at deliver their services exploiting the framework
functionalities, will have to publish their services in a private Service Regis-
ter together their OWL-S descriptions. Using the inner Execution Engine our
framework will compose and invoke services, that are mentioned in the com-
position plan. When a new service is published the framework will compare its
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OWL-S description with the other ones already stored in the private Service
Registry, extracting the composition criteria and updating the knowledge base.
Subsequently, the framework will verify if the new service can be exploited in
some composition plans to provide new alternative solutions or to consider new
service categories. The building process of a composed Service is divided into

publish

invoke

......

PRIVATE
REGISTRY

invoke EXECUTION
ENGINE PLANNER

discover

K.B.

publish

OWL-S SERVICE
DESCRIPTION

Service Providers

our framework

Service Requestor

PUBLIC
REGISTRY

discover

WSDL  SERVICE
DESCRIPTION

Fig. 1. Proposed Architecture

three phases: Planning, Discovery and Execution. The requestor can ask for
a service. The Planner receives the service request and makes an inference on
the knowledge base, described by our Workflow ontology, in order to evaluate
all composition plans, which are semantically equivalent to the invoked service.
Furthermore for each composition plan the availability of the components needs
to be assured, so the Planner looks for their implementations in the private
Service Registry, and chooses the first composition plan for which all required
component services are available. The composition plan is sent to the Execution
Engine, which interprets and performs it and then it sends an answer to the
requestor.

2.1 Workflow Ontology

The description of services and composition criteria has been provided by the
Workflow ontology, which is written in OWL [9]. At the state of the art, the
Workflow ontology describes only the composition rules of services, but it will
be replaced with OWL-S. In Figure 2(a) we can see a graphical representation
about how the Workflow ontology defines the composition rules. It is composed
of three classes. The Workflow class represents all possible composition plans.
The ServiceType class represents an available implementation of that can be
found in the Service Registry. The Composition class represents a combination
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of two Workflow instances to which it is connected by the relation isComposed.
The ontology defines also six properties:

• isEquivalent: ServiceType → Composition
It is a symmetric property, which expresses the equivalence between a Ser-
viceType instance and a Composition instance. Its minimum cardinality is 1.

• isComposed: Composition → Workflow
It associates an instance of the Composition class to two instance of the
Workflow class. In fact a Composition is modelled as a composition of two
Workflow instances.

• isComposedBySeries: Composition → Workflow
• isComposedByParallel: Composition → Workflow

They are subproperties of isComposed and specify that the Workflow com-
ponents have to be executed in sequential order or in parallel.

• isAntecedent: Composition → Workflow
• isConsequent: Composition → Workflow

They are subproperties of isComposedBySeries and define the particular or-
der of composition for the sequence because it is semantically relevant. The
cardinality of these properties is 1.

2.2 The Planner

We have used the platform JADE and the JENA API to implement the Planner.
At first the Planner establishes if there is a composition, which is equivalent to
the requested service (an instance of the ServiceType class). If this instance
of the ServiceType class exists, it will consider both the equivalent instance of
the Composition class and an implementation of the requested service. If the
considered entity is not composed, the inference will give back the category
name that identifies the requested service in the Service Registry. This is done
for all the entities of the ontology, which are visited while the plan is going
to be built. For each composition the Planner identifies the operator and the
entities to be composed. Each entity can be an instance of the ServiceType class
or an instance of the Composition class. So the inference algorithm is recursive
and supplies for every requested service, all possible compositions of WSs, which
realize it. Figure 2(b) shows the algorithm. The result is a list of feasible plans
expressed which are expressed by a simple language that support, at the moment,
only two control constructs:

• Sequence ( # ): Two services composed by the operator ’ # ’ are executed
sequentially. For example, A#B means ’perform service A and then perform
service B’.

• Parallel ( // ): Two services composed by the operator ’ // ’ are executed
in parallel. For example, A//B means that services A and B are executed
concurrently.
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Fig. 2. (a) Workflow Ontology and (b) Inference Algorithm

3 An Example

In Figure 3 we will show an application of our framework that uses
Imicitation WS (http://webservices.imacination.com/) and ViaMichelin WSs
(http://ws.viamichelin.com/). Protege tool is used to describe their composition
criteria using Workflow ontology. The Zip Distance Calculator Service allows to
calculate the distance between two points of U.S. that have different Zip code.
The Geocoding WS allows to enter an address and obtain an ordered list of loca-
tions with an address description and the associated WGS84 encoded geographic
coordinates. The DistanceCalculation WS allows to obtain the distance ’as the

isEquivalent

isAntecedent isConsequent

isAntecedent isConsequent

Geocoding

U.S.Distance

 Distance
Calculator

Geo _series

Geocoding

C_U.S.Distance

(a) (b)

Fig. 3. (a) Planner’s inference and (b) log

crow flies’ between two points with different coordinates. When requestor asks
for Zip Distance Calculator code service, called U.S.Distance, the planner makes
an inference on the ontology and obtains all compositions of published services,
which are semantically equivalent to the requested one. In this case we can use
Geocoding service to detect the two points and then DistanceCalculation service
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to calculate the distance, rather than the Zip Distance Calculator service. After
that, the planner looks for available implementations in the Service Registry. If
it does not find necessary component to execute the current plan it will consider
the next equivalent one. Logically if at least one component for each plan is not
available the service request can not be satisfied.

4 Conclusions and Future Works

We introduced an approach for the automatic and intelligent composition of dis-
tributed services to increase availability in SOAs and to build new value added
services. We described a prototypal implementation with some limitations due
to the early stage of our research. Actually service categories are identified by
name and equivalence among a service and the composition of N other services
is written explicitly in the ontology by developer. In future work the equiva-
lence between two services will be automatically evaluated by processing their
OWL-S descriptions in order to provide intelligence to our system for automatic
recognition of candidates of composition plans. Furthermore we are going to in-
tegrate our framework in a platform for service delivery to heterogeneous client
devices in order to estimate service performance and availability provided by our
approach.
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Summary. In the Web service community, services may be exchanged among dis-
tributed environments. Actually, web services are described in terms of ontologies.
When ontologies are distributed, arises the problem of achieving sematic interoper-
ability. This problem is undertaken by a process which defines rules to relate relevant
parts of different ontologies, called “Ontology Mapping”. The present paper describes a
methodology for automatic and semantic mapping of ontologies, basing our approach
on a mathematical model called Information FlowModel and denoted IF Model.

1 Introduction

Interaction and exchange of information between distributed systems is a cru-
cial topic. Systems usually need to communicate and interoperate between them,
they also need to understand what they exchange. This introduces the notion
ofSemantic Interoperability denoted SI. F.Vernadat has determines the objec-
tives of semantic interoperability in [13]. It is the ability to exchange services
and data among systems that make sense (common ŞmeaningŤ). Ontologies
present a good way to reach the SI. From most proposed definitions for the
philosophical term “Ontology”, generally is seen as an explicit specification of
a conceptualization [2], [1]. It should give an explicit definition of concepts and
relations between them.

In order to exchange information between systems modeled by ontologies,
it is necessary to relate these ontologies. This practice is called “Ontologies’s
Mapping”. Recent advances have spurred the developpment of some techniques
using ontologies in order to achieve SI. In [5], the authors proposed an approach
which is mainly built on the IF-Map method to map ontologies in the domain
of computer science departments from five UK universities. Other approach is
MAFRA (MApping FRAmework for distributed ontologies). It supports the in-
teractive, incremental and dynamic ontology mapping process [7]. RDFT is a
mapping meta-ontology for mapping XML DTDs to/and RDF schemas targeted
towards business integration task, where each enterprise is represented as a Web
service specified in WSDL language [11]. C-OWL (Context-OWL) is another
approach on ontology mapping, which is a language that extends the ontology
language OWL both syntactically and semantically in order to allow for the
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representation of contextual ontologies 1QOM (Quick Ontology Mapping) is a
(Semi-)automatic mapping of ontologies, and a core task to achieve interoper-
ability when two agents or services use different ontologies [8].

In [12], authors made a step towards semantic integration by proposing a
mathematically sound application of channel theory to enable semantic interop-
erability of separate ontologies. The formalization of the coordination process
between ontologies is described, based on exchange that captures progressive
partial semantic integration, using the Barwise-Seligman theory.

The different cited works propose semi automatic mappings to reach the SI.
Thus, it is necessary to develop automatic techniques for mapping ontologies.
Our approach shares the idea in [5], which uses of IF Model to solve semantics
coordination of ontologies in distributed systems. We propose a methodology
which allows an automatic mapping between distributed ontologies, basing on
IF [4]. Following what R.Kent said in [6] “Information Flow is the logical design
of distributed systems, provides a general theory of regularity that applies to
the distributed information inherent in both the natural world of biological and
physical systems”.

This article is divided into two mains sections. In the first one, we give the
definition of service ontologies and introduce the IF model. In the second section,
the ontology mapping in distributed environment is described.

2 Preliminaries

2.1 Ontologies

Ontologies promise a shared and common understanding of some domain that
can be communicated and interoperate across people and computers. Ontologies
find applicability in many domains of application, in system engineering, knowl-
edge management, interoperability between systems..etc. An ontology is gener-
ally seen as a formal explicit specification of a shared conceptualization [2], [1],
which is a description of the concepts and relationships between them.

In our context, ontologies will represent web services, where the relationship
among them expresses dependency between them. We call ontologies describing
services “Service Ontologies”.

We associate to the web service two main concepts in our approach, “Web
Service Type WSTp” and “Web Service Token WSTk”. When we say a service
of booking a room in hotel is a generic service, so we classify it as a WSTp. But,
when we specify the name of hotel, the service becomes WSTk. This last is seen
as an instance of WSTp.

The Relations between Ontology Concepts
Modeled systems are in general expressed by a set of formal rules, so by logics. As
ontologies in origin model systems, logics define formally its attributes (concept

1 The term contextual ontology refers to the fact that the contents of other ontologies
via explicit mappings to allow for a controlled form of global visibility.
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relations...). Our aim is to define an ontology as a Gentzen system, which is a
deduction system introduced by Gerhard Gentzen in 1934, and expressed by first
order logic. The notion of sequent is central in Gentzen system. Given a set S,
a sequent of S is a pair 〈X, Y 〉 of subsets of S.

A binary relation � between subsets of S is called a consequence relation on
S. We suppose that, X = {x1, x2, ..xn}, and Y = {y1, y2, ..yn}. The syntax of
the Gentzen sequent is :

x1, x2, ..xn � y1, y2, ..yn,

It is interpreted by its symbol � as an implication, the comma on the left is
interpreted like a conjunction, the comma on the right like a disjunction. Coming
back to our purpose. Gentzen sequents will represent ontology concepts, such as
SWTp. The consequence relation will express the functional dependency between
these concepts (services).

Definition 1. A Service Ontology is described by an oriented graph < C, R >,
where: C is the set of nodes: C = {c1, c2, ..., cn}, where ci is an ontology concept,
and R is the set of edges: R = {r1, r2, ..., rm}, where rj links two nodes if the
corresponding ontology concepts are related by the consequence relation �.

The defined service ontology describes a set of concepts, service types, and the
relations between them. This set can be seen as complex service which we call
a global service and its elements (ontology concepts) as sub-services. So, we de-
duce that a global service is associated with a service ontology. It is a particular
service token which have an action verb and a context token.

Example. We propose a distributed system which employs ticket agents. Each
agent is situated in a sub-system. Ticket agents attempt to achieve some im-
portant services for distributing, selling, buying, booking tickets from a range
of sources. Agents may communicate, interoperate and exchange services on the
Web. We suppose that an agent attempts to achieve a service of buying a ticket
to go from Annecy to Fontainebleau. Once the depart and the destination are
identified, agent may obtain the itinerary. The service Web of buying is consid-
ered as a global service. Services of identifying the depart, the destination and
the itinerary are defined as WSTp.

2.2 IF Model

For Barwise and Seligman, dynamic and distributed systems are the result of the
fusions of their local components. Each local component is described by a an IF
Classification. This last is a very simple mathematical structure. As it is defined
in [4], it consists of a set of objects to be classified, called tokens and a set of
objects used to classify the tokens. In our context, IF classifications are used to
model systems. Their types represent all the characteristics of a given system and
the tokens represent all the instances of the system. That is, we are interested
to services provided by systems, classified as WSTp and WSTk. Classifications
are linked by applications called Infomorphisms. Infomorphisms provide a way to
move information back and forth between systems. In our approach, the utility of
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infomorphisms is not to link classifications of the same system, but to link those
of a distributed system, because we need to map between distributed service
ontologies.

The information flow in a distributed system is expressed in terms of an IF
theory of this system, that is a set of laws describing the system. These laws are
expressed by a set of types. The theory is specified by a set of sequents, so by a
set of types and the relation between them (�).

The overall “Classification” and “IF theory” constitute what is called a lo-
cal logic. That is, this system has its own logic expressed by its types (for us
WSTp). Information Channel is the key for modeling information flow in dis-
tributed systems. It is the main step in the process of mapping. The IF theory
in the information channel describes how the different types from different clas-
sifications are logically related to each other.

Adapting this theory to service ontologies, entities of the IF theory are WSTp.
To formalize this mapping, let us recall important notions of the IF theory.
On one hand, IF theory is based on a “Classification” of entities handled in
the system. On the other hand, it is related to an information channel which
retrieves corresponding entities in different systems. The information channel is
concretized through a set of infomorphisms, reflecting the whole relationships
between the system and its parts.

3 Method of Service-Ontologies Mapping Using IF Model

Systems usually need to exchange services and interoperate. When systems are
described by services and modeled by ontologies, the links between them express
functional dependencies between their services. Therefore, relating systems deals
with mapping between their correspondent service-ontologies.

Let’s recall the example cited before. We propose software ticket agents man-
aging services on the Web. They are situated in distributed environments. Each
agent has its own knowledge base describing the possible services that it may
reach in term of ontologies. Agents attempt to achieve some important services.
Agents may communicate, interoperate and exchange services on the web. In
the present paper, we treat a case where two agents are communicating and
exchanging services Agent1 and Agent2. Agent1 provides the Web service token
s1 and Agent2 provides the Web service token s2. Relating s1 and s2 means that
the achievement of one Web service depends on the achievement of the other.
The process of mapping may be summarized into four steps.

1. The first step consists in identifying the type of the Web service token s1
2. In this step, relevant Web services types related by the � relation are found.

According to the IF model, types are related in terms of IF theory. So, the
first thing is that the type of s1 is related with other types ( we suppose type
of s2).

3. From the deduced type of Web service, the corresponding Web service token
is retrieved,

4. Finally, the Web services s1 and s2 are related.
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Fig. 1. The connextion between Web Service Tokens

Fig. 2. The Process of Service-Ontologies Mapping

The agent proceeds as in following:

1. The agent gets the service ontology corresponding to its Web service Si.
2. Agent examines the service ontology. Then by applying the IF mechanism,

it detects the distant corresponding services from distributed resources.
3. Agent maps between the services and finally achieves the initial service.

This process is well detailed in our previous works [10], [9].

4 Conclusion

In this paper, we have presented a formal mechanism for mapping distributed
service ontologies in a sound and automatic manner, basing on IF model. Besides
the advantages of our approach, we plan to implement a multi-agent system,
applying the IF model on the Web. The notion of dependency between agents is a
challenging problem. Some authors have proposed a graph structure to formalize
the relationships between agents [3]. In this work, the IF-based approach tackles
the problem of building these dependencies from distributed logics. Investigating
these possibilities will be the next work.
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Summary. This paper presents some issues inherent to the semantic indexing of re-
sources in decentralized peer to peer networks. We first present a scenario that fixes
the objectives of the indexing. We also explain the way to construct indexing keys
in relation with ontologies. We also describe the way to distribute the global index
through the nodes of the network and the way to retrieve resources. Then, we discuss
some problems relative to the semantic indexing of personal resources respecting the
previous requirements.

1 Introduction

We introduce the paper with a use case in relation with the e-learning domain,
but all the considerations could be easily applied to other domains. Teachers are
generally interested by resources written or created by other teachers in order to
update their courses. They also agree to give a free access to their own material,
but they do not want to manage heavy systems or depend on centralized repos-
itories. The context is a file sharing system but not based on document titles.

Types of resources can be very different: texts, images, program source, soft-
ware, etc. Content domains may also be very large. As resources are not just
textual, the indexing can not be done automatically; for some of them it could
be done semi-automatically, but the number of resources for each people is not
very important and attaching natural language processing procedures to systems
would be very cumbersome. More over, automatic indexing can not add infor-
mation not included in documents and however such information is very useful
in our scenario (for example information about point of view on resources, or
type of addressees or difficulty level).

We can consider two ways of indexing: key word indexing and semantic index-
ing i.e. the indexing on concepts of knowledge representation, generally ontology.
The second type of indexing preserves the possibility of reasoning on the struc-
ture of the underlying knowledge representation when searching for resources.

These considerations lead to choose the following solution in order to
achieve the task: a completely decentralized solution, easy to install on a personal
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computer, not requiring many time and where all types of resources could be
indexed. A peer to peer (P2P) network solution is completely adapted because
the current technology is completely reliable. The success of such networks in-
troducing semantics were considered as a challenge in [2]. A manual semantic
indexing based on ontologies freely selected by users is sufficient.

2 Semantic Indexing

2.1 Index

In the traditional file sharing, titles of resources, like songs or films are used
both for indexing and searching. In this case all needed information shared by
users is contained in these titles. At each title is associated the reference to the
computers that physically own the corresponding resources.

We also face a file sharing situation. The semantic information is not contained
in the title of the resource but in a key that annotate it. For example, when we
want to express that a resource is treating of the concept of grammar in the
domain of the theory of languages, and that this resource is a difficult exercise,
we have to build a key that contain all this information. Some criterion can be
objective (grammar, exercise) but others present a point of view on the resource
(difficulty level).

An index can be seen as a table associating values to keys. The keys are
generally encrypted for enhancing the search in the table. For indexing a specific
resource, it is necessary to provide for a key containing all the needed elements
that describe its contents and that allow the further discovery of the resource.

2.2 Ontological Elements for Indexing

For a manual semantic indexing we have designed a tool. The user is requested
first to select the ontologies used for building the indexing keys. A key may
contain concepts belonging to different ontologies. In the previous example two
ontologies has to be found, one for the theoretical domain (theory of language)
and another for the description of the resources (an ontology based on the Learn-
ing Object Metadata (LOM) [5] for example). Generally several ontologies are
required [1] Studying the previous example and analyzing the required ontolo-
gies, we are led to the following conclusions when indexing resources:

1. a user can select a concept: the concept of grammar is described in the
knowledge domain ontology.

2. a user can select an instance of a concept occurring in an ontology: Exercise
is an instance of the concept of Learning Resource Type and Difficult is an
instance of the concept Difficulty Level in the second ontology.

3. extending the scenario it could be interesting to index using an instance
of a concept, instance not included in an ontology. For example indexing
a document that is treating of Paris requires Paris as an instance of the
concept of Town. A document treating of the concept of City in general is
different from a document treated of a city in particular.
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In an ontology, an element is completely defined by its unique Unified Resource
Identifier (URI)[12] composed of the name space of the ontology followed by the
identifier of the element in the ontology. Thus, it is enough to insert the URIs of
the ontological elements that characterize a resource in the key that annotates
it. From this information any software agent can discover the type of the element
inside a key (concept or individual) and can decide to build new queries if some
do not give satisfying results. The way to consider the third case is explained in
the following section.

2.3 Distributed Knowledge Base

A problem occurs with semantic indexing when one wants to refer to an instance
that is not in an ontology. The idea we want to follow is to insert a URI in a
key like in the previous section. We create a new instance of the concept as if
it was defined in the ontology itself. The expression created by the user has to
be transformed in a string representing the local identifier of this instance. We
decided to associate to this identifier the namespace of the ontology the instance
refers to. Obviously two users could insert two different identifiers for represent-
ing the same instance. The only way to solve this problem is to normalize the
transformation algorithm for producing the identifiers and to ask users to follow
some guidelines.

Inserting this new URI in a key is not enough for a software agent, because
it can not find the type of the instance with only its id. In order to solve this
problem and to maintain a unique structure, we insert in a key a couple consisting
in the concept and instance identifiers. In the case of indexing on a concept, we
consider that this concept is instance of its meta concept. In OWL ontologies,
this meta concept is referred by owl:Class.

2.4 Examples of Keys

A key may be simple or be composed of simple keys. For the previous example
we obtain the following XML index entry:

<index>
<key>
<concept>http://www.owl-ontologies.../p2peducational#
Difficulty</concept>
<instance>http://www.owl-ontologies.com/2006/10/p2p
educational#veryDifficult</instance>
</key>
<key>
<concept>http://www.owl-ontologies.../p2peducational#
LearningResourceType</concept>
<instance>http://www.owl-ontologies.../p2peducational#
Exercise</instance>
</key>
<key>
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<concept>http://www.w3.org/2002/07/owl#Class</concept>
<instance>http://www.owl-ontologies.com/2006/10/p2plt.
owl#grammar</instance>
</key>
</index>

Obviously the indexing must be supported by appropriate tools.

3 Discovery of Resources

3.1 Type of Network

Resources are published in a P2P network, i.e. a set of nodes, in which the
index of semantically annotated resources is distributed on the nodes. The data
structure that has been considered suitable for such aim is called Distributed
Hash Table (DHT) [10, 6, 11, 9]. The index is composed of entries that are pairs
of data (key, value). Each node of the network contains a portion of the index
as part of the whole data structure.

The publication or the indexing is the operation of insertion of a resource
inside the DHT. More exactly it is the operation of inserting a new index entry
in the index, so within the DHT. The discovery is the operation which allows to
find some resources in the network as soon as they correspond to a research key.

For building the network that has to contain the resources, we choose the
Kademlia [7] type of network, a basic approach of many P2P systems. Each
participating computer to the network houses a node and is attributed a node
identifier (its ID, for brevity). The set of encrypted keys contains both the keys
used to index the resources and the encrypted node IDs. The key space is the
set of all the keys that can be constructed. Its volume depends on the number of
bits used to encrypt the keys. This allows to compare nodes ids and encrypted
keys in order to determine the nodes containing the part of the DHT in which a
key could be located.

3.2 Comparison

For publishing a resource a user builds a key with an appropriate tool and selects
the name of the file that contains the resource. These elements are then published
in a network (the file name is completed with the computer identifier). The
algorithms used to insert and retrieve resources encrypt the keys and comparisons
are made on the encrypted values. So, for discovering resources in the network,
it is necessary to produce a research key exactly equal to a key generated during
the publication.

Publishing a resource with several keys corresponds to a conjunction of cri-
teria. During a query the research can be made on one or several criteria. It is
thus necessary to create several entries to the index when a resource is indexed
on more than one element. For example with three criteria, it is necessary to
create seven entries containing one, two and three simple keys.
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The other issue to take into consideration is the order of the keys in a com-
posed key because two simple keys in inverse order will be considered different
even if they are logically equal. Composed keys can be created according to the
lexicographic order of their instance URIs.

3.3 Multi-lingual Strings

Indexing using a URI and not keywords eliminates problem due to lingual com-
parisons. However, one issue remains with multi-lingual strings i.e. strings cor-
responding to the same element but having a different representation according
to the language. For example, if a resource is treating of cities in general, there
is no problem; but, there could be difficulties treating of the city Paris, (the
third case of indexing in Section 2.2) which relies to the indexing on a virtual
instance.

We proposed to build a key from the word entered by the user but this one
might be different (Paris in English and French, Parigi in Italian). With a unique
key, it is not possible to search for documents written in different languages. The
solution we propose is to modify the XML format (see Section 2.4) for writing
keys with multi-lingual strings. It is possible to insert an xml:lang attribute in
the instance tag of the key element. The value is the corresponding language.
Strings representing languages are normalized which prevents any problem when
writing the language string itself.

4 Main Issues and Conclusion

Semantic indexing relies on ontology availability. Ontologies are a shared repre-
sentation [3, 4] and obviously, it is necessary for a user to select ontologies that
a community largely accepts, else the resources could not be accessible by other
people. The difficulty is to find ontologies that can be easily reused. Indexing
resources in such networks requires tools for building the keys used during the
publication and the discovery of resources and for that purpose we built an ap-
plication that allows the three types of indexing summarized in Section 2.2 from
several OWL [8] ontologies that a user can freely choose and has to install on a
computer.

We also performed some experiment for publication and retrieval of resources
on a virtual network and have demonstrated that our system can be used to
implement the initial scenario. The experiments intended to demonstrate that it
was possible to use keys long enough to contain several concept ids (several hun-
dreds of characters) and to index on the same key a huge amount of documents.
Nevertheless, even if the indexing uses a few of ontology structures, the user
has to be familiar with intologies and has to spend time to discover ontology
content with appropriate tools in order to decide if an ontology is interesting
or not.
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Summary. The paper presents a new formalization for firewall systems, called the
Unified Firewall Model (UFM). It offers an abstraction over firewall implementations,
and uses formal concepts of Rule-Based Systems to describe firewall syntax and seman-
tics. It is backed by the XTT/ARD design methods. It allows for improving system
quality, by introducing a formal verification during the design stage.

1 Introduction

Security issues play an important role in the development of real life web systems.
These issues include problems of: access control, privacy, system monitoring, and
data protection. The focus of this paper is on access control, provided by the
firewall systems. The design of such systems remains a challenge, due to complex
security requirements, and number of different incompatible implementations.
There are no standard design approaches, or methods. Quality issues are even
more complex than the design.1

This paper continues the line of research started in [3]. In that paper an idea of
using Rule-Based Systems (RBS) formalism, to the design and implementation
of firewall systems was put forward. Strong logical foundations [2] of RBS allow
for introducing a formal design and analysis into the firewall design process.
These ideas were presented in [5], with the application of the XTT knowledge
representation method. Since then, the design process has been extended by the
conceptual design method ARD [4], which allows for formalization of RBS re-
quirements. Using this approach, this paper presents a new formalization for
firewall systems. It is called the Unified Firewall Model, since it offers an ab-
straction over common firewall implementations. It uses formal RBS concepts in
order to describe the syntax and semantics of the most common firewall systems.
It is backed by the XTT and ARD.

The paper is organized as follows: in Sect. 2 the architecture of web firewalls
is discussed; next, in Sect. 3, the formal XTT design process is briefly discussed;
then in Sect. 4 the UFM is introduced. A practical example is presented in
Sect. 5. Directions for future work are presented in the Sect. 6.
1 The paper is supported by the HEKATE Research Project.
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2 Firewalls for Web Security

The practical definition of the firewall system has been changing, along with the
changes in both technology and security requirements. The first firewalls were
just simple network packet filters, working on the IP protocol level. Later on,
the statefull inspection, involving the analysis of the TCP sessions, and network
translation technology has been introduced. Recently, the technology has been
extended by the application-level firewalls at the HTTP level.

The general idea behind this paper is to consider a hybrid network and web ap-
plication level firewall model. In this model a statefull network firewall serves as
a gateway to a demilitarized zone (DMZ), where the main web server is located.
The web server itself is integrated an the application-level firewall, in this ap-
proach an open implementation, called ModSecurity (www.modsecurity.org),
available for the well known opensource Apache2 (httpd.apache.org) web
server is considered. It provides protection from a range of attacks and intrusions
against web applications (including server-side solutions, such as PHP). It allows
for HTTP traffic monitoring and analysis.

Ultimately, the application of the UFM/XTT approach presented in this paper
should develop into an integrated design methodology, combining both network-
level and application-level firewall. However, in this short paper only the network-
level statefull firewall design using the UFM/XTT is discussed.

3 Application of the XTT-Based Process

The UFM has been developed, with XTT, the design methodology for RBS,
in mind. In this case, the design process of a RBS (the firewall system) con-
sists of several stages [4, 2]: 1) attribute specification, with explicit domains, 2)
the conceptual design with Attribute-Relationship Diagrams (ARD) that model
functional dependencies between system attributes [4], 3) the logical system de-
sign with EXtended Tabular Trees (XTT), that includes full firewall rule speci-
fication, 4) on-line formal analysis, using a dynamically generated Prolog-based
description of the XTT logical structure [6], 5) the physical design, in this case
providing the rule translation to particular firewall target languages.

4 The Unified Firewall Model

In the solution proposed herein, the Unified Firewall Model2 (UFM) [1] is in-
troduced as a middle layer in firewall design process, enabling logical analysis
of the created firewall. It is a formal, implementation-free firewall model, build
on top of the XTT methodology, providing a unified attribute specification for
representing network firewalls. Generation of target language code for specific
firewall implementation is achieved by defining translation rules transforming
abstract firewall model into a specific implementation.
2 The first description of the UFM has been given by Micha�l Budzowski, in [1].
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A full list of conditional firewall attributes, corresponding to the information
found in packets header, is specified. In UFM some attributes that are not related
to packet header, but rather to firewall design will also be distinguished. Fol-
lowing attributes are considered: Source/Destination IP address, Input/Output
interface, Source/Destination group, Protocol, Destination port, Service, ICMP
type and error code. The following firewall decision attributes are considered:
Accept, Reject, Snat, Dnat. The nat decisions refer to the network translation
technique present in all advanced firewalls.

Domains for UFM attributes are presented in the Table 1. The specification is
given in the Table 2, where each attribute is specified with: Name, Symbol, Subset
(the position in inference process, specifying whether attribute is input, output
or its value is defined during inference process – middle), Atomicity (specifying
whether attribute takes only atomic values from specified domain or also sets
or ranges of these values). Attributes aSGR and aDGR define groups, that
organize network traffic and facilitate specifying decisions.

Table 1. UFM attribute domains

Domain Type Constrains
Ipaddr integer < 0, 232 >

Port integer < 0, 216 >

Protocol enum, symbolic {tcp, udp, icmp }
Interface enum, symbolic inti, i ∈ Integer

Icmptype enum, symbolic {echoreq, . . .maskrep }
Icmperrcode enum, symbolic {net-unr, . . . host-unk}
Tcpflags enum, symbolic flag/mask, flag, mask ⊂ {fin, syn, rst, psh, ack}
Service enum, symbolic {www, ssh, dns, smtp, icmp, otheri}, i ∈ Integer

Group enum, symbolic {fwi, neti, neti hostj, neti hostk}, i, j, k ∈ Integer

Action enum, symbolic {dnat, accept, reject, log, snat}

Table 2. UFM attribute specification

Name Symbol Subset Domain Atomic
Source/Destination IP aSIP/aDIP input Ipaddr set

Protocol aPROTO input Protocol set
Destination port aPORT input Port atomic

Input/Output interface aIINT/aOINT input Interface atomic
ICMP type aICMPT input Icmptype atomic

ICMP error code aICMPC input Icmperrcode atomic
TCP flags aTCPF input Tcpflags atomic

Service aSERV middle Service set
Source/Destination group aSGR middle Group set

Action aACT output Action atomic

In order to construct practical firewall implementation, it is necessary to pro-
vide a formal translation from the unified model to particular implementations.
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Two open firewall implementations have been considered: Linux NetFilter [8]
and OpenBSD PacketFilter (PF) [7]. Full translation contained in [1] is long and
detailed, and is out of scope of this paper.

5 Formal Hierarchical Design Example

The conceptual design of the firewall is conducted using ARD. The logical struc-
ture, including rules is based on XTT. The ARD/XTT design, and a formal
Prolog-based analysis [6], is supported by the prototype Mirella tool.

In this case a non-trivial network firewall is considered. It is discussed in
detail in [1]. It consists of: the firewall host and connections to four networks:
the Internet, DMZ1, DMZ2, and LAN. The goal of the system is to monitor
the traffic between networks and accept, reject or forward packets between them
basing on the characteristics of the packets traversing the networks.

Decision taken by the firewall system can be defined if source, destination and
protocol of the packet are known. This dependency can be denoted with ARD
diagram of level 0, where Source, Destination and Protocol are conceptual
variables. Later in design process these conceptual variables are replaced with
one or more physical attributes present in firewall rules. Decision taken by the
firewall is defined with aACT, attribute also alerting source and destination is
possible, so conceptual variable. Decision will be replaced with aACT, aSIP, aDIP,
and aPORT UFM attributes. A three-level ARD diagram (Fig. 1) models the
functional dependencies between firewall attributes.

Following conceptual design and the ARD diagram, the XTT tables are de-
signed. There are four XTT tables: source table, a root table checking source
group, destination table checking destination group, service table inferring
the type of service, decision table specifying firewall decision.

Source
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Protocol

0
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0.1.1

Destination aDGR
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Fig. 1. The ARD diagram for the firewall
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Each table is created based on final the ARD diagram. Left part corresponds
to Precondition part in XTT table, right part corresponds to Assert/Retract or
Decision part. Firewall policy is implemented by filling XTT tables with rules.
Ctrl part of XTT table specifies control algorithm. In the source table packet is
classified to one of the source groups basing on its source IP address and interface
it is coming from. Similar operations are conducted in the destination table,
but the packet is classified to one of the destination groups. The same control
algorithm is implemented, but the next table is the service table. The decision
table is the final table where the actual decision is inferred from the values of
middle attributes: aSGR, aDGR, aSERV . For brevity only the last, decision
table is shown in Tab. 3

Table 3. XTT decision table

4. decision
Info Prec Retract Assert Dec Ctrl

I aSGR aDGR aSERV aSIP aDIP aPort aSIP aDIP aPort aACT N E
1 inet fw inet www f inet 80 d 3w 8080 dnat 2.1 4.3
2 inet dmz1 www www accept 1.1 4.3
3 dmz1 dns inet dns accept 4.4 4.5
4 dmz1 dns inet dns d dns f inet snat 1.1 4.5
5 sDNS dmz1 dns dns accept 1.1 4.6
6 employee dmz1 mail smtp accept 1.1 4.7
7 dmz2 proxy inet www accept 4.8 4.9
8 dmz2 proxy inet www d prox f inet snat 1.1 4.9
9 admin sMACHINE ssh accept 1.1 4.10
10 employee inet www – 80 d prox 8080 dnat 2.1 4.12
11 employee dmz2 proxy forward accept 1.1 4.12
12 – – icmp accept 1.1 4.13
13 – – – reject 1.1 1.1

Physical design of the system consists of the translation high-level rules in
XTT tables to target firewall language of Linux NetFilter (iptables) or OpenBSD
PF. Let us show how rules translation is performed for the rule 4.1 from the table
decision. The firewall rule for the NetFilter is:

iptables -t nat -A PREROUTING -s 0/0 -i eth0 -d 83.29.224.129

-p tcp --dport 80 -j DNAT --to-destination 192.168.2.2:8080

The PF form allows for observing differences in the target firewall language:

rdr on eth0 proto tcp from any to 83.29.224.129 port 80->192.168.2.2 8080

This difference is even more important in case of rule 4.4. While the NetFilter
translation requires the use of two rules:

iptables -t nat -A POSTROUTING -s 192.168.2.4 -d 0/0 -o eth0

-p tcp --dport 53 -j SNAT --to-source 89.29.224.129

iptables -t nat -A POSTROUTING -s 192.168.2.4 -d 0/0 -o eth0

-p udp --dport 53 -j SNAT --to-source 89.29.224.129

the PF form is more compact:

nat on eth0 proto {tcp,udp} from 192.168.2.4 to any port 53->83.29.224.129
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The full translation is discussed in [1]. The expressiveness of the UFM is high,
so it is closer to the more expressive target language. However, all of the UFM
syntactic structures can be translated to any firewall language, provided that
the the implementation has the features represented by the UFM.

The XTT approach offers a possibility of automatic, on-line formal analysis
of the firewall structure during the logical design. The analysis is accomplished
by an automatic transformation of the XTT model into a corresponding code in
Prolog. Some important features of the firewall system can be analyzed, including
completeness of the system, or its determinism. Unfortunately, these issues are
out of scope of this short paper. They have been discussed in [6].

6 Future Work

The original contribution of this paper is the new formalization of the firewall
model, the the Unified Firewall Model. The research is considered a work in
progress. Future work includes: a new version of Mirella, using the Eclipse Mod-
elling Framework, and UFM application to ModSecurity and IDS. The UFM is
being developed within the HEKATE project. The approach allows for improv-
ing system quality, by introducing the formal verification during the design. It
offers an abstract layer over common firewall implementations.
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Summary. The study introduces six new quality measures for linguistic summaries
of databases. The basic Yager approach [6], with further improvements [1, 2], based on
fuzzy logic, is considered. The informativeness of summaries is discussed, and the new
measures are applied in the extended version of the algorithm (introduced in [3]) which
enables automated generating of textual descriptions of databases, possibly applied in
WWW or RSS news, press comments, etc.

1 Linguistic Summarization of Data

Let Y = {y1, . . . , ym} be a set of objects described by a table (view) in a database.
Let D = {d1, . . . , dm} be the table (view) the records of which are described with
attributes V1, . . . , Vn in the X1,..., Xn domains, respectively. Let the value of Vj ,
j ≤ n, for yi, i ≤ m, be denoted as Vj(yi) ∈ Xj . Hence di = 〈V1(yi), . . . , Vn(yi)〉,
and we use μSj (di) for μSj (Vj(yi)). ”To summarize D linguistically” means to
build a natural language sentence Q P are/have S [T ] in which Q is a linguistic
determination of amount (a quantity in agreement), e.g. few, about 150. P is the
subject of summary. S is a feature of interest, the so-called summarizer, e.g. high
salary. Both Q and S are handled by fuzzy logic [7, 8]. T ∈ [0, 1] is the degree
of truth for the summary

T = μQ

(∑m

i=1
μSj

(
Vj(yi)

)
/M

)
(1)

where M = m if Q is relative or M = 1, if Q is absolute. The sample summary is
About half of my friends have big houses [0.71]. The numerator of (1) is an interpre-
tation of the cardinality of the fuzzy set Sj in Xj , i.e. card(Sj) =

∑
x∈Xj

μSj (x).
The summary is constructed via the first canonical form of a linguistically quanti-
fied proposition, QI , [8].

The idea has been extended by George and Srikanth [1] with the so-called
composite summarizer S expressed as the family of fuzzy sets {S1,..., Sn}, and

μS(di) = minj=1,...,n

{
μSj

(
Vj(yi)

)}
, i = 1, 2, ..., m (2)

Minimum or another t-norm is a model of the ”and” connective. T is still (1).

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 254–259, 2007.
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Linguistic summaries in the second canonical form, QII , are defined in [2], i.e.
Q P being wg are/have S, where wg is a query, represented by a fuzzy set

T (Q P being wg are/have S) = μQ

(∑m
i=1μS(di) t μwg (di)∑m

i=1 μwg (di)

)
(3)

The method allows to achieve more interesting and specific summaries, e.g.
Many of my older friends have big houses, where older=wg .

2 New Quality Measures for Linguistic Summaries

This section presents the quality criteria for linguistic summaries. The T1 ÷ T5,
measures, i.e. degree of truth, imprecision, covering, appropriateness, and length
of summary, respectively, have been defined by Kacprzyk, Yager, and Zadrożny
[2]. The measures are applied to finding the optimum summary, see Sec. 2.5.

Six new measures, T6 ÷T11, introduced in Sec. 2.1–2.4, are the author original
contribution. The issue of finding the optimum summaries for a given set of
summarizers, is originally modified. The measures are also implemented in the
extended algorithm of news generating, see Sec. 3.

2.1 Quantification Imprecision

The intuition used in constructing the quantification imprecision index, denoted
as T6, is very similar to the one that determines T2: the flatter a fuzzy set,
the less precise the label represented. Nevertheless, the T2 criterion concerns
impreciseness of the fuzzy set that represent a summarizer, and the degree of
quantification impreciseness concerns the fuzzy set that represents the linguistic
quantifier in the summary.

T6 = 1 − in(Q) = 1 − card (supp(Q))
card(D(Q))

(4)

where in(Q) is the degree of fuzziness of Q, and supp(Q) is the support of
Q. Computing the denominator of (4), where D(Q) is the domain of the Q
fuzzy quantifier, is, in fact, limited to two cases: 1) when Q is relative, hence
card(D(Q)) = 1 since D(Q) = [0, 1], or 2) when Q is absolute and card (D(Q)) =
m, i.e. the number of records, see the example.

Example 1. Consider a summary Q P are S, where Q =about 1/4 is relative.
See Fig. 1: there are two membership functions for Q presented, μQ1 and μQ2 .
Let, for example, card(S)

m = 0.3, where m is a number of records. Hence

T1(Q1 P S) = μQ1(0.3) � 0.8 , T1(Q2 P S) = μQ2(0.3) � 0.6 (5)

Thus, the summary that uses Q1 seems to be better, rather than Q2, according
to T1, see (1), (3). Nevertheless,
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Fig. 1. Two membership functions representing the about 1/4 fuzzy quantifiers with
different T6 values

Fig. 2. Two membership functions representing the about 1/4 fuzzy quantifiers with
different T7 characteristics

in(Q1) =
card (supp(Q1))

card([0, 1])
= 0.5 , in(Q2) =

card (supp(Q2))
card([0, 1])

= 0.25 (6)

hence

T6(Q1 P S) = 1 − in(Q1) = 0.5 , T6(Q2 P S) = 1 − in(Q2) = 0.75 (7)

Thus, the summary Q2 P are S is more precise (in sense of the T6 criterion)
since its quantifier is characterized by the lower degree of fuzziness.

2.2 Quantification Cardinality

The intuition of the quantification cardinality measure is based, in contrary to
the quantification impreciseness T6, on the cardinality (instead of the support)
of a fuzzy set that represents Q

T7 = 1 − card(Q)/N (8)

where N = 1 if Q is relative, or N = card (D(Q)) if Q is absolute. T7 describes
the following intuition: the greater the cardinality of Q is, the less precise the
model of the quantity pronouncement.

Example 2. Let Q1, Q2 be relative fuzzy quantifiers as depicted in Fig. 2. The
dark grey area represents graphically the cardinality of Q1, card(Q1), and the
light grey area – the difference between Q2 and Q1, card(Q2) − card(Q1). Both



Six New Informativeness Indices of Data Linguistic Summaries 257

quantifiers are characterized by exactly the same T6 = 0.5 value, since cardinal-
ities of their supports are 0.5. Nevertheless, thanks to the T7 index it is possible
to determine which of them represents the quantity more precisely.

T7(Q1 P S) = 1 − card(Q1) = 1 − 0.25 = 0.75
T7(Q2 P S) = 1 − card(Q2) = 1 − 0.375 = 0.625 (9)

Hence, the Q1 quantifier describes the quantity more precisely since its quantifi-
cation cardinality, T7, is greater. Notice that this subtle distinction is impossible
to be obtained via the T6 index.

2.3 Summarizer Cardinality

This quality measure is related to the cardinalities of the fuzzy sets that repre-
sent a summarizer. We denote it T8. Its meaning is that the greater card(Sj),
the smaller precision of Sj . Because of possible several fuzzy sets S1,. . .,Sn rep-
resenting the summarizer, see (2), the form of T8 is

T8 = 1 −
(∏n

j=1

card(Sj)
card(Xj)

)1/n

(10)

where Xj is the universe of discourse of the Sj fuzzy set.

2.4 Imprecision, Cardinality, and Length of the wg Query

Three next indices, denoted as T9, T10, T11 are determined by the degree of
imprecision, by the cardinality, and by the length of the wg query in a summary
in the second canonical form, where wg is represented by a fuzzy set in a D(wg)
domain

T9 = 1 − card(supp(wg))
card(D(wg))

(11)

where in(wg) is the degree of imprecision of the wg fuzzy set,

T10 = 1 − card(wg)
card(D(wg))

(12)

T11 = 2 · (0.5)|wg| (13)

where |wg| is the number of sets the query consists of (as the intersection).

2.5 The Optimum Summary

All the presented indices determine a reliable quality measure:

T = T (T1, . . . , T11; w1, . . . , w11) =
∑11

i=1
wi · Ti (14)

where: w1 + . . . + w11 = 1. Finding the summary of the highest quality S∗

among all possible summaries {S} is the optimization task in which maxS∗∈S T
is sought [2].
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3 The Application: The News Generating Algorithm

The algorithm, in its first version, was introduced in [3]. The version presented
in this section is extended with the use of six new measures, T6÷T11. We assume
that k linguistic quantifiers Q1,...,Qk, and z summarizers of S1, . . . , Sn, z ≤ n,
are applied.

// summaries in the first canonical form QI

1. for each non-empty Ŝ ⊆ {S1, ..., Sz}
1.1. determine μŜ(di) via (2)
1.2. for each quantifier Qh, h = 1, ..., k

if (Qh is absolute)
T1,h = μQh

(∑m
i=1 μŜ(di)

)

T6,h = 1 − card(supp(Qh))
m

via (4); T7,h = 1 − card(Qh)
m

via (8)
else // if Qh is relative

T1,h = μQh

( ∑m
i=1 μ

Ŝ
(di)

m

)

T6,h = 1 − card(supp(Qh)) via (4); T7,h = 1 − card(Qh) via (8)
1.3. Thmax = max

h∈{1,...,k}
{t: t = w1T1,h + w6T6,h + w7T7,h}; remember hmax

1.4. compute T2 = 1 −
(∏

Sj∈Ŝ in(Sj)
)1/card(Ŝ)

// T3, T9, T10, T11 do not appear in QI

1.5. compute T4 =
∣∣∣∣
∏

Sj∈Ŝ

∑
di∈D ξsupp(Sj)(di)

m

∣∣∣∣
1.6. compute T5 = 2 · (0.5)card(Ŝ)

1.7. compute T8 = 1 −
(∏

Sj∈Ŝ

card(Sj)
card(Xj)

)1/card(Ŝ)
via (10)

1.8. T = Thmax + w2 · T2 + w4 · T4 + w5 · T5 + w8 · T8

1.9. generate the summary Qhmax P are Ŝ [T]

//Summaries in the second canonical form QII

2. For each non-empty query Sw � {S1, ..., Sz}
and for each non-empty summarizer Ŝ ⊆ {S1, ..., Sz} \ Sw

2.1. μSw (di) = minS∈Sw μS(di)
2.2. D ⊇ Dw = {di ∈ D: μSw (di) > 0}
2.3. for each di ∈ Dw determine μŜ(di)
2.4. for each relative Qh : h ∈ {1, ..., k}

T1,h = μQh

( ∑
di∈Dw

min{μ
Ŝ

(di),μwg (di)}∑
di∈Dw

μSw (di)

)
via (3);

T6,h = 1 − card(supp(Qh)) via (4);
T7,h = 1 − card(Qh) via (8)

2.5. find Thmax as in 1.3.; remember hmax

2.6. compute T2 as in 1.4.

2.7. compute T3 =
∑

di∈Dw
ξsupp(S∩Sw)(di)∑

di∈Dw
ξsupp(Sw)(di)

2.8. compute T4 =
∣∣∣∣
∏

Sj∈Ŝ

∑
di∈D ξsupp(Sj)(di)

m
− T3

∣∣∣∣
2.9. compute T5, T8 as in 1.6., 1.7., respectively
2.10. compute T9, T10, T11 via (11),(12),(13)
2.11. T = Thmax +

∑5
i=2 wi · Ti +

∑11
i=8 wi · Ti

2.12. generate the summary Qhmax P being Sw are Ŝ [T]
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The algorithm considers k
∑z−1

i=0

(
z
i

) (
2z−i − 1

)
summaries, and for each com-

bination of S1, . . . , Sn the Qh quantifier for which the T in Step 1.8. and/or
2.11. is maximized, is chosen. Finally, the resulting textual message consists of∑z−1

i=0

(
z
i

) (
2z−i − 1

)
summaries, which are then processed by a human editor or

analyst or etc. For instance, for z = 2, we have 5 summaries:

Q(1) P are S1 [T (1)],
Q(2) P are S2 [T (2)],
Q(3) P are S1 and S2 [T (3)],
Q(4) P being S1 are S2 [T (4)],
Q(5) P being S2 are S1 [T (5)],

where Q(1) is a Qh quantifier, h = 1, . . . , k, for which T (Qh P S1) is the greatest
(denoted as T (1)), and Q(2) . . . Q(5) – analogously. For examples and further
details, see [3, 5].

4 Conclusions and Future Work

Currently, the author works on similar algorithms for interval-valued and for
type-2 linguistic summaries. The use of extended fuzzy sets is supposed to process
membership functions based on preferences of several experts, possibly with
different confidence levels, see [4, 5].
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Summary. Ontology evaluation is as important as its designing and application. Re-
searchers have identified different errors which should be catered in ontology evaluation
process and classified them in error’s taxonomy. We have found that some important
errors are missing in the error’s taxonomy. We have identified and defined new errors
i.e. sufficient knowledge omis-sion error (SKO) and redundancy disjoint relation error
(RDR) and catego-rized them in appropriate category of error’s taxonomy.

1 Introduction

Ontology becomes a standard way to describe the concepts more formally [3].
There are different phases in ontology life cycle like ontology designing, its eval-
uation, mapping and merging. There is a possibility that the ontologists unin-
tentionally make some errors in ontology designing. So evaluation of ontology
is as important as the description of ontology because if ontology itself is error
prone then the applications dependent on the ontology have to face some critical
prob-lems.

For assistance in the evaluation, domain researchers have identified some
errors and defined them in error’s taxonomy [1]. In error’s taxonomy, there are
mainly three types of error that are usually encountered by ontologist i.e. incon-
sistency, incompleteness and redundancy of information [3]. this error’s taxon-
omy becomes a guideline for evaluators to evaluate the ontology in perspective
of such errors. If some errors are not defined in error’s taxonomy then we can
say that the evalua-tors based on the error’s taxonomy will not detect such er-
rors. In this considera-tion we have evaluated the error’s taxonomy of ontology
that it has covered all types of possible errors or not. Surprisingly we identified
that some important er-rors are missed in error’s taxonomy i.e. sufficient knowl-
edge omission error and redundancy of disjoint relation and categorized them
according to their appropri-ate category. We have defined these errors and the
situations where they can occur and explained the importance of these errors by
different examples or scenarios.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 260–265, 2007.
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Rest of the paper is organized as follows: section 2 presents classification of er-
rors and our contribution to error’s taxonomy; section 3 presents related work to
our domain and section 4 concludes the paper and gives insight on future work.

2 Extensions in Error’s Taxonomy

Fig. 1 represents the error’s taxonomy by Gomez-Perez [1], slightly extended
by us. Our contribution to this classification is represented in dotted box i.e.
sufficient omission error and redundancy of disjoint relation.

2.1 Sufficient Knowledge Omission Error (SKO)

Ontology represents different types of information for the concept like concept’s
description, its hierarchal information and relational information. OWL becomes
most adopted ontology language. But defining the ontology by using OWL does
not mean that ontologist has provided all types of description for the concepts. In
general, there are two types of concept’s description, called Necessary description
and sufficient description [3]. Necessary description only defines the basic crite-
ria by which new concept is formed like its hierarchal information, and sufficient
definition elaborates the characteristics of concept like its self description by us-
ing intersection, union, complement or restriction axioms in OWL. Sometimes
during ontology designing, ontologists define the concepts but don’t provide their
suffi-cient definitions. We consider such lack of information as an error and ac-
cording to nature of error we categorized it in incompleteness partition error as
shown in Fig. 1.

Consequence of Sufficient Knowledge Omission Error

We describe the importance of this error by defining some scenarios

• Ambiguity within ontology: Consider the ontology of AirFlights, which
has two main sub types DomesticAirFlight and CommercialAirFligh. A Do-
mesticAirFlight is the sub concept of AirFlights, is a necessary definition of
it. A DomesticAirFlight only flies within a country, is a sufficient definition
that differentiates it from the other types of AirFlights. Ontology designer
sometimes does not define the sufficient definition of DomesticAirFlight. Due
to this, machine fails to infer whether the individual of AirFlights belongs to
DomesticAirFlight.

• Merging of Ontology: The description of concepts is most important dur-
ing the merging process of ontologies. The merging system finds the mapping
between concepts on the basis of concept’s description and other informa-
tion. The concept’s description plays an important role to find corresponding
among concepts. If concepts have not sufficient information then basically we
did not get the advantages of OWL concept’s description richness in merging
process.
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• Semantic Search Engine: The component of semantic search engine used
ontology for their purpose like indexer semantically indexes the crawled pages
by using ontology [12]. Semantic crawler component crawls the pages and
finds semantic relevancy with domain by using ontology. Consider the situa-
tions where the concept of ontology itself has not sufficient information. This
will affect the results of semantic crawler and semantic indexer.

The above scenarios describe the significant importance of the error and show
that if we do not consider the error then we have to face some critical problems
to achieve the objectives.

Fig. 1. Extended Error’s Taxonomy

Sufficient Omission Checker (SOC)

If concepts have not enough information about itself then warning should be gen-
erated against them. We have implemented the evaluation system i.e. sufficient
omission checker (SOC). It checks the definition of the concepts and applies the
criteria and generates warnings against the concepts, which satisfy all the criteria
as shown in Fig 2.

Empirical Results

To prove our concept that the sufficient omission error is usually done by ontolo-
gist, we have evaluated some known ontologies [13]. After evaluation we have
found that most of the ontologies have sufficient omission error. The summary
of evaluation results is shown in Table 1.
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Fig. 2. Criteria of Sufficient Omission Checker

Table 1. Summary of Evaluation Results of Ontologies for SKO

Ontology Concepts have not sufficient definition Total Concepts

Pizza 19 96
Camera 4 12

Generations 0 18
People-Pets 20 70

Travel 13 35

2.2 Redundancy of Disjoint Relation Error (RDR)

Redundancy of disjoint relation error means that the concept is disjoint with
other more than once. We know according to description logic rules [5], if concept
is disjoint with any concept then it also disjoint with its sub concepts. The one
possi-ble way of occurrence of RDR is that the concept is disjoint with parent
concept and also with its child concept. The second possible way is that the
parents of con-cepts are already disjoint and their children are also disjoint and
third possible way is that parent is already disjoint with the concept and its
child is also disjoint with that. We explain such possible ways in Fig. 3. Disjoint
relation is shown by dotted line and subclass relation is shown by arrow line.

Fig. 3. Example of Redundant Disjoint Relation
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The redundant information is due to occurrence of directly disjointness (con-
cepts are directly disjoint) and indirectly disjointness (concept is disjoint with
other because its parent is already disjoint with it) at same time [4].

This type of error is not defined in error’s taxonomy and the available evalua-
tion systems like Racer [8], Fact [10] and Pellet [11] don’t detect it. It will create
same problems as other redundant information in ontology like redundancy of
subclass relation, so detection of this error is as important as other redundant
errors.

3 Related Work

The most related work is presented here in this section.
The main contribution of work in this domain is Gomes [1, 3]. They identified

different types of errors and properly categorized them in error’s taxonomy. The
error’s taxonomy becomes a guideline for evaluation of ontology. Several evalua-
tor tools have been developed based on it.

Joachim Baumeister and Dietmar Seipel [9] discuss the evaluation process of
ontologies and also identify the new type of errors called design anomalies in
on-tology. These new types of error are good contribution in error’s taxonomy.
They did not only identify the anomalies but also defined the detection method
by using prolog and FN-query language. Their identified anomalies help the
ontologist to develop consistent ontology.

4 Conclusion

The main contribution of this paper is an extension in error’s taxonomy. We have
identified two new types of error of different categories first one i.e. sufficient
knowledge omission error belongs to incompleteness category and second one
i.e. redundancy of disjoint relation belongs to redundant category. We have also
de-scribed the importance of detection of sufficient omission error by explaining
dif-ferent scenarios and also described the criteria of detection. We evaluated
different ontologies and found that the sufficient omission error is present in
them. We also described the criteria for detection of second error and brief level
implementation details of it. In future work, we will further evaluate error’s
taxonomy and try to find some other type of errors that are usually encountered
by ontologist.
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based Web crawler. International conference of Information technology. ITCC 2004
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Summary. In this paper we present an overview of the architectural design of the BiTutor which
is a Bayesian Intelligent Tutoring System. This is an on-going research whose final goal is to
build an open Intelligent Tutoring System (ITS). Every component of the architecture has its
own strategies and tools that makes it intelligent. This makes the entire system posses adap-
tive capabilities. The design includes web-based distributed architecture, AI techniques used and
programmer-optimized user interface. It is hypothesized that the completed prototype will be suf-
ficient to prove the concept. A fully developed BiTutor will provide an interactively-rich learning
environment for students that will result in increased achievement.

Keywords: Intelligent Tutoring System, Web Adaptive.

1 Introduction

Computers have been playing a vital role in education for the last three decades.
Web-based learning systems are becoming increasingly popular providing hyperlinks
to allow students to access relevant sites. However, these HTML web pages are static
and neither interactive nor adaptive to students with different knowledge levels [1]. Ap-
plications in this domain are evolving from Computer Assisted Instruction (CAI) to
Intelligent Tutoring Systems (ITS). An ITS is a computer program that makes the sys-
tem capable of providing the student with personalized, adaptive and effective teach-
ing. Yao and Yao [9] argue that the system should be robust enough to suite various
types of learners. Thus, the system is required to be aware of the cognitive state and
behavioral skills of a particular student, to diagnose the students’ errors and adjust its
belief about his current state of knowledge. The goal of our current research is to bring
together the recent developments in the fields of ITS, Cognitive Science and AI to con-
struct an efficient intelligent tutor whose eventual target is to identify student ability
accurately and also tutor accordingly. One such system proposed by us is BiTutor for
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tutoring any subject to students. The BiTutor helps a student to navigate through online
course materials and recommended learning goals. This paper proposes a component
based architecture called BiTutor. It is composed of independent educative modules
coordinated by a core that controls the instruction of the student (Open System). The
architecture proposes a set of models where each model deals with a particular aspect
of the system.

2 BiTutor Architecture

BiTutor is an open system which is a set of autonomous educational components that
communicate between themselves following high-level pre-established protocol. It is
currently being developed using JAVA, XML and JSP programs so as to support self-
paced learning in World Wide Web (WWW) environment. Fig. 1 shows the various
elements that compose BiTutor.

Fig. 1. BiTutor Architecture

2.1 Domain Knowledge

The Domain Knowledge represents the approach that determines how to represent
knowledge through different levels of hierarchy [6]. The BiTutor defines five levels of
granularity to represent this hierarchy. They can be identified as Subjects (Level 1), Top-
ics (Level 2), Sub-Topics (Level 3) and Concepts (Level 4) and Questions (Level 5) [11].
A Concept is an elementary piece of knowledge, in the sense that it cannot be decom-
posed into smaller parts. Concepts are considered as basic piece of knowledge. A Sub-
Topic is a set of elementary concepts. A Topic is a collection of sub-topics. A Subject
is a collection of topics. The Fig. 2 shows the knowledge representation in BiTutor.
The link between the nodes is called a relationship and the instructor sets weight to this
relationship initially when he creates the network.
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Fig. 2. Knowledge Representation in BiTutor

2.2 Student Model

Here, in student modeling, we adopt a combined approach of integrating belong-to and
pre-requisite relationships into one layer improving efficiency of adaptation mecha-
nisms and inference process [10]. This structural model, based on Bayesian Networks
and Item Response Theory, allows substantial simplification when specifying param-
eters (Conditional Probabilities) which measures student ability at different levels of
granularity. Previously, much interest has been devoted to the development and use of
student models based on Bayesian Networks. In terms of Bayesian Network, the student
model will be represented by the network structure and its probabilities and the diag-
nostic capabilities of Bayesian propagation algorithms. Successful samples can easily
be found in research literature: in student modeling [3] [4] [5]; in user profiling for in-
formation retrieval [7], for inferring user goals and needs [8], etc. The existing ITS have
their student model with relationships like belong-to and pre-requisite in two different
layers as in [2]. The complexity in such a model is that the two layers have to be sepa-
rately managed, by computing individual probabilities for both the layers. Our student
model, proposed here, is an open system to develop ITS having both the relationships
combined in one layer thus resolving the above mentioned complexity Each element
in the hierarchy, as discussed in Knowledge Domain, is represented as a Knowledge
Node (KN).

2.3 Question Bank

The Questions Bank contains all the questions that are used by the BiTutor to test the
students in various concepts. The questions have two parameters:

• The Discrimination Index (a) denotes how well the question is able to differentiate
between students of slightly different abilities.

• The Difficulty Level (b), the value describing how tough the question is.
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The question and the answer choices are described in the contents of XML elements.
The correct answer for the question is stated in the value of the XML attribute answer.
The XML file for the questions on the concept of stack operations under the subject of
Data Structures is shown below

<Questions>
<Question qid="Q10" conceptid="C01" answer="B">

<text>
Insertion and deletion inside a stack are done by

</text>
<Options>
<Option optid="A">Insert(), Delete()</option>
<Option optid="B">Push(), Pop()</option>
<Option optid="C">Append(), Delete()</option>
<Option optid="D">Add(), Remove()</option>
</Options>
<Parameter difficulty="easy"

discrimination="moderate"/>
</Question>

</Questions>

2.4 Tutorial Bank

The Tutorial Bank contains tutorials for all the concepts. The instructors or the domain
experts frame tutorials at the time of adding the concepts or defining the knowledge
domain. Whenever a particular concept is selected to be taught to the student or when
the student wishes to take up a quick tutorial, this module selects the tutorial depend-
ing on the context. They are stored as HTML pages with advanced features including
FLASH, etc. Since these are stored as HTML pages, they help a student to navigate
through online course materials and recommended learning goals easily.

2.5 Questions Calibration

When a question is added to the Questions Bank by staff, the discrimination index
(a), and the difficulty level (b) are given initial values. But as the students are tested
using the question, the value of the question parameters may be updated. Here we use a
Two-Parameter Logistic Function, which is converted to a Simple Linear Regression by
using Least Square Method for computing a and b based on the students’ response to the
question. If the decision is to assess the student on his mastery of a knowledge node,
then each question from the question bank is dynamically connected to the Bayesian
network. A question is selected when its difficulty value is marginally higher than the
mastery state of the topic attained by the student or if the probability of the student
answering the question correctly is marginally less than half.

P(xi = 1/θ) = 1
1+e−a(θ−b)
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Where a is the discrimination index, b is the difficulty level, and θ is the student ex-
pected mastery value of the concept. Using such an approach, the construction of the
network is much easier since not all items need to be included, thus reducing the com-
plexity of BN.

2.6 Adaptive Models

The Adaptive models figure out the next selection based on decision:

• Selection of the next best concept to be taught.
• Selection of the next best question to be asked.
• Conditions on which BiTutor is terminated. The stopping criterion may be due to

any one of the following:
– If the student masters that particular topic.
– If there exists a pre-defined time-out or the student may choose to exit the tutor-

ing session.
– If the student is giving atypical responses for a long time (repeated irrelevant or

incorrect responses).
– If the student remains in the same mastery state (no progress).
– The student is too dependent on the tutorials.

2.7 Staff Interface

The Staff Interface module provides a very user friendly interface for the staff to con-
struct the hierarchy of a topic in the form of a network. This includes the validations
such as ensuring the graph is acyclic, absence of no standalone nodes, etc. The param-
eters for all the concepts and relationships can be entered in the same interface. This
enables ease of use. The weights set for the relationships are used to compute the con-
ditional probability table [10] and thus the staff need not undergo the laborious process
of entering the values of the Conditional Probability Table (CPT).

2.8 Student Interface

The students use the interface to communicate with BiTutor to select any topic for learn-
ing and subsequent testing. This interface provisions for revising the mastered subjects.
Quick tutorials of this interface allow the student to explore the subject topics efficiently.

3 Conclusion

In summary, the BiTutor prototype is designed using advanced cognitive science and
AI techniques promoting the necessity for on-going research and development in the
field of web-based educational tools. The project in progress is based on sound theo-
ries and practices used in successful Intelligent Tutoring Systems and draws from the
achievements ITS researchers have had in related projects. Furthermore, it is important
to the field of Education in both e-learning and traditional settings. BiTutor is still under
development, so this presentation is just a first glance of the system. No testing has been
carried out yet because it is not fully operational.
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Summary. In this paper, we propose a Web Decision Support System for Impacts
Assessment of Urban Mobility (WDSS4IA) which is based on a new approach. The
latter uses fuzzy set theory for modeling criteria, belief theory for evaluations fusion
from various information sources and it is able to handle uncertainty and vagueness.
In this paper, the WDSS4IA is presented, focusing on its conception, modules and
functionalities.

1 Introduction

Several approaches were used to develop tools of decision-making assistance in
the environmental management field and of evaluation of urban mobility such
as: LCA (Life Cycle Analysis) [3], CBA (Cost-Benefit Analysis), CEA (Cost-
Effectiveness Analysis) [5] and MCDA (Multi Criteria Decision Analysis) [1].
Generally, quantitative assessment methods of the impacts often approach as-
pects related to only one category like economy, transport or environment [12]
and seldom assess all the aspects. Moreover, there is an obvious lack of data
or when they exist, they are spoiled with uncertainties and inaccuracies. In
this context, we propose a hybrid approach based on fuzzy logic, evidence the-
ory [10](Dempster-Shafer theory(DS)) and multi criteria analysis for the assess-
ment of the environmental and socioeconomic impacts related to the urban mo-
bility and of an assistance tool to web-oriented assessment.

The aim of this paper consists to present a tool based on a new approach
for rigorous evaluation of the measure (project) efficiency related to transporta-
tion to improve urban mobility in all categories. The development of this tool
takes into account the complexity of the evaluation process [8, 9] and interactive
aspects. The tool presented is an interactive Web-tool allowing the data collec-
tion, information treatment and decision-making aid. In this paper, our major
focus is the tool developed within the framework of our research tasks with its
conception, modules and functionalities.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 272–277, 2007.
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The paper is structured as follows. The opening section outlines the descrip-
tion of the evaluation process and the tool. This is followed by tool exploitation
and ergonomics aspects in order to improve tool usability. The final section offers
some general conclusion and discussion.

2 Description of the Evaluation Process and the Tool
2.1 Tool Description

The proposed tool is illustrated in Fig. 1(a). It is entitled ”Web Decision Support
System For Impacts Assessment of urban mobility” (WDSS4IA). The WDSS4IA
is based on client-server architecture that allows the assessment of various im-
pacts of urban mobility via the Internet which enables widespread access by
authorized users. With this tool, data are collected from various information
sources alike: decision-makers, sensors, studies etc., and then data are stored,
fitted and by applying an evidential reasoning approach descried below in order
to evaluate a given measure (transport project).

Fig. 1. Tool architecture (a), Package diagram (b)

The tool conception is done with the object formalism UML (Unified Mod-
elling Language) and the navigation is conceived with the Web-ML (Web
Modelling Language) formalism. Fig. 1(b) shows the package diagram of the
WDSS4IA database and main tools used as environment development. The de-
velopment environment is composed by open source tools as shown in Fig 1(a).
The choice of these tools is justified that they present at my opinion a good com-
promise to produce an evaluation tool for multi-users, distributed and accessible
via Internet tornet (several evaluators, heterogeneous and distant information
sources, etc). We used MVC (Model-View-Controller) concept which is a concep-
tion model adapted to the creation of software imposing the separation between
the data, the processing and the presentation. One of the great advantages of
the MVC is due to the fact that it manages the use of various views for a given
application. According to MVC concept (see Fig. 2, a), an application is divided
into three fundamental components: the Model, the View and the Controller.
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Each one of these components plays a well-defined role: the Model describes the
data handled by the application and defines the access methods, the View de-
fines the user interface and the presentation and the Controller deals with the
management of synchronization events to update the View or the Model.

The tool modules are presented as shown in Fig. 2 (b). In this paper we focus
on the evaluation process (data importation, data treatment and analysis, and
criteria evaluation).

Fig. 2. Model-View-Controller schema (a), A Web-DSS For Impacts Assessment of
urban mobility: WDSS4IA (b)

2.2 Evaluation Modules

Specification:

Let {Ck, k = 1, . . . , n} be a criteria set considered relevant for impacts assessment
of a fixed measure which is selected previously by the project manager (e.g. traffic
flow, noise, environmental data).

Let {Ei, i = 1, 2, . . . , m} be a set of evaluators charged to evaluate a criteria
set (for certain criteria, several types of evaluation can be considered, example:
acoustic pollution, perception (based on investigations), experimental measure-
ments or modelling from traffic flow).

Data collection: During data collection and data acquisition, the evaluators
indicate the reliability degrees of their information sources (α) using a 0-1 scale.
Each evaluator can inform about criteria which are not in charge (for exam-
ple, a questionnaire carrying into the visitors number of a Park & Ride, can
bring information on the traffic level). Spatial data relating to the road network
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(roads, sections, infrastructures, layers etc.) are also integrated in the database,
in order to visualize by maps, for example, the intensity of the traffic flow or pol-
lutants concentration and their evolution in time. Fig. 3 presents the interfaces
of importation of numerical and spatial data.

Information treatment: To treat possible missing quantitative information,
there are various means (e.g. imputation methods etc) [6, 4]. We chose to filter
data using an algorithm developed with the software ”R”, based on the neigh-
borhood principle (version inspired from the k-mean method) but adapted to
the nature of the traffic and the environmental data, an example is presented in
Fig. 4(b).

Fig. 3. 2 screens of WDSS4IA: Connexion (a), data importation (b)

Fig. 4. CO concentration (in mg/m3), before (a) and after filtering (b)(at the beginning
missing data have values equal to ”-1”) and Traffic Map (c)

In order to follow the evolution of selected criteria, there are two kind of
information to utilize.

• Single source information by criterion:

In the case where a single information source is used to evaluate a criterion
the results (questionnaire, counting and model) are presented in graphic form
(values or semantic evaluation) or cartographic form (map representation) via
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a GIS (Geographic Information System) such as traffic distribution (e.g. vehicles
flow, see Fig. 4, c) or pollutants distribution, (e.g. NO2)

• Multi-sources information by criterion:

In this case, a common framework is necessary in order to combine quantitative
or/and qualitative data. We have proposed an approach [8, 9] for impacts assess-
ment. In this paper, we summarize briefly the proposed approach. It is based on
”evidential reasoning” where data are modelled according to fuzzy logic theory.
Let Ω be the frame of discernment such as: {H1, H2, . . . , Hp} witch represents
the evaluation levels (alike Small, Medium and High). We defined p fuzzy func-
tions (triangular or trapezoidal) related to the frame of discernment. The mass
assignment is described according to each information sources (experts, ques-
tionnaire, sensors), for more details see [8]. The results provided to the project
manager are in form numerical, starting from the computation of a utility uk of
the criterion Ck defined by (1):

uk =
p∑

i=1

u(Hi) × BetP (Hi) (1)

where: u(Hi) represents the utility of an evaluation level Hi, u(Hi+1) ≥ u(Hi) if
Hi+1 is preferred to Hi and BetP (Hi) represents the ”pignistic” probability [11]
related to each evaluation level (Hi).

3 Tool Ergonomics

An effort is put on the ergonomics of the application; ergonomics gathers a great
number of criteria. The development of the evaluation aid tool follows the 9
heuristic principles suggested in [7], Even if the application has a code which
is compatible with the last standards (XHTML, CSS) and is validated by the
W3C (World Wide Web Consortium), this does not make of it an ”accessible”
application, besides this is not the purpose, because the end-users are limited in
number. The main aspect of ergonomics is related to the application usability,
by the training and appropriation facility. By the means of dynamic technologies
such as AJAX (XML and asynchronous Java Script), the application is faster.
During the use of the tool, clear and informative error messages are managed.
The users can also get information about a functionality given by using an er-
gonomic ”user guide” set up with XML technology.

4 Conclusion

In this paper we have proposed a methodology for the impacts evaluation related
to the urban mobility, under the framework of multi criteria analysis, fuzzy logic
and belief theory. An interactive Web-tool is presented for data collection, in-
formation treatment and decision-making aid. The tool development takes into
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account two aspects. Firstly, it takes into account the complexity of the eval-
uation process. In fact, criteria are given numeric or qualitative values, with
different degrees of uncertainty and may use several information sources (e.g.
experts, sensors, models, questionnaires, etc). Secondly, it has an interactive
character, where several evaluators intervene for criteria evaluation. The devel-
oped tool has a lot of advantages before described but it is also necessary to
mention that it has some weaknesses. The First one is that it can be slow and
time consuming when trying to import huge data. To resolve this limitation,
we have proposed to optimize the source code. Also, in order to ameliorate the
tool interfaces and its usability, the WDSS4IA bas been evaluated with a group
of experts and decision makers in transportation and environment respectively
from transport service and ATMO (association of monitoring of he air quality)
at La Rochelle-France.
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Summary. Recently, mobile RFID (Radio Frequency Identification) services such as
in smart poster or supply chain are rapidly growing up as a newly generating industry.
Here, mobile RFID service is defined as a special type of mobile service using RFID tag
packaging object and RFID reader attached mobile RFID terminal. This paper is to
provide an approach for ensuring RFID net-work security based on security engineer-
ing method. To ensure secure mobile RFID service network, we describes an approach
which includes security state and security flow. We propose an efficient phone-based
middleware platform architecture which is constructed by mobile RFID security mech-
anism based on WIPI (Wireless Internet Platform for Interoperability). WIPI-based
light-weight mobile RFID security platform can be applied to various mobile RFID
services that need secure business in mobile environment. So, we will propose the way
to protect the personal privacy effectively using privacy preference for secure mobile
RFID systems in ubiquitous network on this paper.

1 Introduction

Though the RFID technology is being developed actively and lots of efforts made
to generate its market throughout the world, it also is raising fears of its role
as a ’Big Brother’. So, it is needed to develop technologies for information and
privacy protection as well as promotion of markets (e.g., technologies of tag,
reader, middleware, etc.) The current excessive limitations to RFID tags and
readers make it impossible to apply present codes and protocols. The technology
for information and privacy protection should be developed in terms of general
interconnection among elements and their characteristics of RFID in order to
such technology that meets the RFID circum-stances.

While common RFID technologies are used in B2B (Business to Business)
models like supply channels, distribution, logistics management, mobile RFID
technologies are used in the RFID reader attached to an individual owner’s
� Corresponding author. The research was supported by the University IT Research

Center Project funded by the Korean Ministry of Information and Communication.
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cellular phone through which the owner can collect and use information of objects
by reading their RFID tags; in case of corporations, it has been applied mainly
for B2C (Business to Customer) models aiming at their marketing. Though most
of current RFID application services are used in fields like the search of movies
posters and provision of information in galleries where less security needs are
required, they will be expanded to and used more frequently in such fields like
purchase, medical cares, electrical drafts, and so on where security and privacy
protection are indispensable. Therefore, in this paper we described a privacy
preserving enhanced trust building mechanism that extends the extant trust
building service mechanisms for mobile RFID network to gain many advantages
from its privacy control and dynamic capabilities. This is new technology to
mobile RFID will provide a solution to protecting absolute confidentiality from
basic tags to user’s privacy information.

2 Background on mRFID, and Related Privacy Issues

Networked RFID means an expanded RFID network and communication scope
to communicate with a series of networks, inter-networks and globally distributed
application systems. So it makes global communication relationships triggered
by RFID, for such applications as B2B, B2C, B2B2C, G2C (Government to
Customer), etc. Mobile RFID service is defined as to provide personalized se-
cure services such as searching the products information, purchasing, verifying,
and paying for the products while on the move through the wireless internet
network by building the RFID reader chip into the mobile terminal [1,3]. The
service infrastructure required for providing such RFID based mobile service is
composed of RFID reader, handset, communication network, network protocol,
information protection, application server, RFID code interpretation, and con-
tents development. The service model consists of tag, reader, middleware system,
and information server. In the point of view of information protection, the seri-
ous problem for the RFID service is a threat of privacy [1,2,5]. Here, the damage
of privacy is of exposing the information stored in tag and the leakage of in-
formation includes all data of the personal possessing the tag, tagged products
and location. The privacy protection on RFID system can be considered in two
points of view. One is the privacy protection between the tag and the reader,
which takes advantage of ID encryption, prevention of location tracking and the
countermeasure of tag being forged. The other is of the exposure of what the
information server contains along with tagged items [6]. First of all, we will have
a look about the exposure of information caused between tag and reader, and
then discuss about the solution proposing on this paper.

3 Privacy-Enhancing Key Approaches

This technology aims at RFID application services like authentication of tag,
reader, and owner, privacy protection, and non-traceable payment system where
more strict security is needed.
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1. Approach of platform level

This technology for information portal service security in offering various
mobile RFID applications consists of application portal gateway, information
service server, terminal security application, payment server, and privacy
protection server and provides a combined environment to build a mobile
RFID security application service easily.

2. Approach of protocol level

• It assists write and kill passwords provided by EPC (Electronic Product
Code) Class1 Gen2 for mobile RFID tag/reader and uses a recording
technology prevent-ing the tag tracking.

• It employs information protection technology solving the security vulner-
ability in mobile RFID terminals that accept WIPI as middleware in the
mobile RFID reader/application part and provides end-to-end security
solutions from the RFID reader to its applications through WIPI based
mobile RFID terminal security/code treatment modules.

3. Approach of privacy level
This technology is intended to solve the infringement of privacy, or random
acquisition of personal information by those with RFID reader from those
with RFID attached objects in the mobile RFID circumstance except that
taking place in companies or retail shops which try to collect personal infor-
mation. Main assumptions are as follows:

• Privacy in the mobile RFID circumstance comes into force when a person
holds a tag attached thing and both information on his/her personal
identity (reference number, name, etc.) and the tag (of commodity) are
connected to each other.

• Privacy protection information are concerned with the tag attached ob-
ject (its name, value, etc.) and the personal identity (of its owner or
reference).

• When it comes to the level of access authority, the owner can have ac-
cess to any personal information on his/her object, an authorized person
(e.g., pharmacist or doctor in medical care) only to access permitted
information, and an unauthorized person to nowhere.

3.1 Overview of Secure Mobile RFID Environment

The mobile RFID is a technology for developing a RFID reader embedded in
a mobile terminal and providing various application services over wireless net-
works. Various security issues - Interdomain security, privacy, authentication,
E2E (End-to-End) security, and untraceability etc. - need to be addressed be-
fore the widespread use of mobile RFID. Model of mobile RFID service defines
additional three entities and two relationships compared to that defined in RFID
tag, RFID access network, RFID reader, relation between RFID tag and RFID
reader, relation between RFID reader and application server.
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Generally, in mobile RFID application such as smart poster, application
service provider (ASP) has the ownership of RFID tags. Thus, mobile RFID
users have to subscribe to both the ASP for these kinds of RFID services and
mobile network opera-tor for mobile communication service. Namely, there exist
three potentially distrusted parties: user owned RFID reader, mobile network
operator, and ASP. Accordingly, trust relationship among three parties must
be established to realize secure mobile RFID service. Especially, when a RFID
reader tries to read or change RFID service data stored in tag, the reader needs to
get a tag access rights. Additionally, it is important that new tag access rights
whenever some readers access a same tag must be different from the already
accessed old one.

3.2 Privacy Preserving Enhanced System and Service Mechanism

Widespread deployment of RFID technology may create new threats to privacy
due to the automated tracking capability. Especially, in the mobile RFID en-
vironment, privacy problem is more serious since RFID reader is contained in
handheld device and many application services are based on B2C model. The
RPS (RFID user Privacy management Service) provides mobile RFID users with
information privacy protection service for personalized tag under mobile RFID
environment [4,5]. When a mo-bile RFID user possesses an RFID tagged prod-
uct, RPS enables the owner to control his backend information connected with
the tag such as product information, distribution info, owner’s personal infor-
mation and so on. The proposed network architecture of mobile RFID service is
shown in figure 1. Main features of this service mechanism are owner’s privacy
protection policy establishment and management, access control for information
associated with personalized tag by owner’s privacy policy, obligation result no-
tification service, and privacy audit service by audit log management. The brief
personal privacy protection process using above functions of RPS is as follows.

1. Information of the service system consists of Privacy Reference List (PRL)
and Privacy Reference Profile (PRP) as follows:

• PRL (Privacy Reference List): Information item list (like personal infor-
mation, product information, distribution information) treated by each
service field (like finance, trade, etc.)

• PRP: Privacy level allotted profile by PRL items, which is decided
through its effect estimation by authority concerned (e.g., financial pro-
file, trade profile, medical care profile, etc.)

2. The RPS registration and the generation of default privacy reference profile
(DPRP) for company are as follows:

• Each company may register RPS on RPS registration web site and, upon
its registration, has to provide RPS with its OIS (Object Information
Service) schema.

• RPS generates DPRP by matching a privacy level to each attribute of
schema of OIS which means an item list treated by company included in
a certain service group.
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Fig. 1. RPS System Architecture for Mobile RFID Service with Privacy

3. Owner’s profile in the RPS system is generated as follows:

• Get access to RPS web server through cellular phone to set an access
group profile for generating owner profile and allowing service information
access by category groups.

• Each profile is generated in XML (extensible markup language) form by
RPS and sent to every service provider.

• When owner sets privacy level (L1-L9) for each item in the service group,
OPP (Owner-defined Privacy Policy for information) will be generated,
which in turn results in individual OPRP (Owner-defined Privacy Refer-
ence Profile) for service providers according to their OIS schema included
in the service group.

• Owner is needed to set a single profile input for each service (it is intended
to re-duce any burden of owner).

• As owner registers cellular phone numbers of those, who are allowed
access, for every access approval level (L1-L5), on the basis of which
RPS will generate a security token indicating the approval of access and
then PAG (Profile for Access Group) including this token, and send it to
every service provider.

4. The following are the mechanism order in RPS applied service network:

• Send purchase events through various ways [for purchase via POS (point
of sales management) system, his/her owner information (cellular phone
number) is sent to OIS].

• POS sends the confirmation of purchase to OIS, which in turn changes
information in connection with the information on user.

• OIS asks RPS its user privacy policy. And, RPS announces a privacy
policy and suggests level setting GUI to terminals.

• OPP and PAG are set at user’s terminal and sent to RPS.
• RPS sends a protection policy suitable for OIS.
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• OIS and user’s terminal reflect the protection policy to tag connection
information and receive only information satisfying the policy.

4 Conclusion

The mobile RFID technology is being actively researched and developed through-
out the world and more efforts are made for the development of related service
technologies. Though legal and institutional systems endeavor to protect privacy
and encourage protection technologies for the facilitation of services, the science
and engineering world also has to develop proper technologies. Seemingly, there
are and will be no perfect security / privacy protection technology. Technologies
proposed in this paper, however, would contribute to the development of secure
and reliable network RFID circumstances and the promotion of the mobile RFID
market.
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Summary. Emerging Web services standards enable the development of large-scale
applications in open environments. In particular, they enable services to be dynamically
discovered and invoked. Our research objective is to propose new paradigms for inter-
actions among semantic web services and software agents for problem solving. Agents
are autonomous entities capable of acting on behalf of their user while Semantic Web
services offer a new potential of automation in e-Work and e-Commerce, where fully
open and flexible cooperation can be achieved on-the-fly. We believe that real goal of
semantic web can only be realized if the semantic content associated with it can be
read and interpreted. Since agent infrastructure has well-established reasoning, decision
making and interaction mechanisms, it can contribute exceptionally in this regard. In
this paper, we discuss the issue of negotiation between agents and semantic web ser-
vices and propose architecture that enables negotiation between these heterogeneous
entities.

1 Introduction

The aim of the web services (WS) endeavor is to obtain an environment where
service customers and service providers can set (negotiate) the terms and con-
ditions of service invocation automatically and then execute the necessary
actions according to the prevailing contract. The semantic web adds machine-
understandable semantics to data, thus enabling processing on behalf of the
human user. Although the new possibilities promised by emerging technologies
seem attractive, the Semantic Web with its tools and related technologies like
OWL, WSDL, UDDI, SOAP and WS are likely to fall short of realizing an auto-
mated interaction and negotiation mechanism [Jennings, 2001]. Many challenges
as stated in [20] lie ahead. That is to say, although the Semantic Web promises
to make available to programs the meaning of the content of Web pages, these
entities alone will not be able to make decisions, interact, and cooperate with
other entities. Agent infrastructure, on the other hand has much to offer in this
regard. An agent possesses the ability to comprehend and interact with its en-
vironment. Because of being context-aware, autonomous and able to interpret
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semantics with the help of ontological knowledge representation, agents are a
necessary complement to web services to realize the vision of semantic web. Sev-
eral arguments have been made to support the idea of integration of WS and
agent infrastructure, including [13,14,20] but perhaps none more evocative than
statements made in [21] which clearly expresses the notion that, ”software agents
are the running programs that drive WS - both to implement them and to access
them as computational resources that act on behalf of a person or organization”.
To enable this integration, several core issues are there out of which bidirectional
service discovery, service invocation and negotiation are the most pertinent. Our
goal is to take the flexible interaction schemes from the Multi- Agent Systems
(MAS) research, and utilize them to enable negotiation among semantic WS, a
paradigm that supports rigid and mechanical interaction protocols, and agent
infrastructure. In this paper, we propose an abstract architecture for conducting
such negotiations. Fig 1 illustrates our vision of an autonomous, flexible and
interactive environment.

Fig. 1. Block diagrammatic view of an autonomous, flexible and interactive
environment

The rest of the paper is organized as follows: Section 2 briefly defines the
negotiation process in the light of literature. Role of ontologies in interaction
among agents as well as WS has been highlighted in section 3. Section 4 contains
a thorough literature review concerning some highly significant issues regarding
interoperability of the two paradigms, particularly negotiation, conversation and
interaction patterns among the two entities. Section 5 gives the details of the
proposed architecture along with UML sequence diagrams for clarity. Section 6
highlights intended future work.

2 Negotiation Process

Negotiation is an iterative communication and decision making process between
two or more agents (parties or their representatives) [4] who: (i) cannot achieve
their objectives through unilateral actions; (ii) exchange information comprising
offers, counter-offers and arguments; (iii) deal with interdependent tasks; and
(iv) search for a consensus which is a compromise decision. In this paper, we
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focus on introducing intelligent interaction patterns between agents and WS
aimed at utilizing the semantics associated with the involved parties. In order
to achieve this objective, the existence of a common vocabulary (i.e. ontology)
is inevitable.

3 Role of Ontologies in Interaction

3.1 Multi Agent Systems

As autonomous problem solvers, agents need to develop model of their environ-
ment that allows them to reason on how their actions affect their environment
and how those changes lead them to achieve their goals [5]. Ontologies provide
the conceptual framework that allows agents to construct such models: ontologies
describe the properties of entities that agents encounter, and relations between
them. Thus a common vocabulary in the form of ontologies is at the heart of
intelligent communication among agents.

3.2 Semantic WS

The semantic web initiative [20, 21] that addresses the problem of XML’s lack of
semantics by creating a set of XML based languages, also relies on ontologies that
explicitly specify the content of the tags. The Web Ontology Language (OWL)
is a forthcoming W3C specification for such a language which will supersede
the earlier DARPA Agent Markup language (DAML+OIL) [22]. OWL is an
extension to XML and the Resource Description Framework (RDF) enabling the
creation of ontologies for any domain and the instantiation of these ontologies
in the description of resources. The OWL-Services language (OWL-S) [19] is a
set of language features arranged in these ontologies to establish a framework
within which the WS may be described in the semantic web context.

4 Literature Review

Keeping in mind our long- term objectives, we have conducted a thorough study
of the capabilities of OWL-S and the potential of semantic web services [17,18].
With OWL-S markup of services, the information necessary for WS discovery
could be specified as computer-interpretable semantic markup at the service
Web sites, and a service registry or ontology-enhanced search engine could be
used to locate the services automatically [7,15]. Execution of a Web service can
be thought of as a collection of remote procedure calls. OWL-S markup of WS
provides a declarative, computer-interpretable API that enables automated WS
execution [7,11,19]. Given a high-level description of the task by the user, auto-
mated composition and interoperation of WS to perform the task is of particular
interest to us. With OWL-S, the information necessary to select and compose
services would be encoded at the service Web sites [3]. Software agents can be
written to manipulate and interpret this markup, together with a specification of
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the task and thus can be bestowed with the ability to perform the task automat-
ically [7,9,10,11]. [6] combines two recent WS languages, WS-Conversation Lan-
guage (WSCL) and WS-Agreement to implement Contract Net Protocol (CNP)
for negotiation among WS. Yet, the flexibility of negotiation is far-off from that
prevalent in the agent infrastructure. FIPA [23] provides detail specifications of
Request protocol, Request/ Response protocol, CNP, English Auction, Dutch
Auction, Brokering protocol, etc. An exhaustive overview of MAS is beyond the
scope of this paper, but essential pointers include [16] and [12]. [7] presents two
significant alternatives in empowering WS with agents’ properties. One is to im-
plement a wrapper, which turns a current Web service into an agent-like entity.
The other alternative is to capture all the functionalities of a Web Service and
imbed them into an existing software agent. [2] proposes an architectural model
for enabling transparent, automatic connectivity between WS and agent services.
A later version of this project [1] uses OWL-S to add semantic aspect to service
descriptions. [8] illustrates use of OWL as a content language for ACL messages
in MAS and conducts auctions among agents that use OWL ontologies. In this
paper, we contend that the degree of flexibility that persists in agent interaction
scenarios can never be achieved in negotiations among WS alone. In order to
improve flexibility level, negotiation among semantic WS and agents is highly
significant.

5 Proposed Architecture

5.1 Assumptions

The following assumptions have been made when designing the proposed ar-
chitecture: (i) All agents are assumed to be FIPA compliant and capable of
communicating with FIPA-ACL encoded messages. (ii) All WS operate using
the standard WS stack consisting of WSDL for service descriptions, SOAP for
message encoding and UDDI for directory services. (iii) Each web service makes
use of OWL-S and exposes its domain ontologies written in OWL, a machine
readable form. (iv) The decision engine and a mechanism of web service discov-
ery and invocation from agent infrastructure is assumed to exist. (v) The FIPA
specification for CNP as given in fig 2 is followed.

5.2 Major Modules

In order to provide a proof of concept of negotiation between agents and semantic
web services, we choose one of the FIPA standard interaction protocols for the
agent infrastructure i.e. CNP [23].

According to our proposed architecture as shown in fig 3, an entity called
”Ontology Gateway” (OG) acts as a broker to conduct the negotiation between
the two heterogeneous entities. Development of this gateway is underway at
NUST- Comtec lab. It is an application (neither an agent nor a web service)
that operates in a distributed environment. In its preliminary stage, the gateway
currently has ”Bidirectional OWL-FIPA Translator”. We propose another module
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Fig. 2. FIPA Contract Net
Interaction Protocol

Fig. 3. Proposed architecture of
the Ontology Gateway

called ”Negotiation Module” (NM) in the OG which supervises the sequence
of messages as they are being exchanged. This would ensure that pre-agreed
protocol is followed and whole process appear transparent to the parties involved
in the negotiation. There are several prerequisite tasks that need to be done
before carrying out the standard CNP. In our architecture, we propose a ”Control
Unit” (CU) for handling these initial tasks. Once these have taken place, the
control is shifted to the NM within the OG which then carries out the negotiation
protocol by communicating messages in a sequence. Current implementation of
the Gateway consists only of the bidirectional OWL- FIPA ontology translator.
CU has been added so as to supervise the flow of messages from input to internal
architecture of the gateway as well as of messages from internal architecture to
the output.

This paper discusses only the scenario where an agent asks to conduct negoti-
ation with a semantic web service and not vice versa. Fig3 explains the proposed
architecture of an OG in detail while showing its relation with outside world,
too.

5.3 Detailed Role of Each Module in Ontology Gateway

Control Unit. First of all, the requesting agent who wants to initiate negotia-
tion invokes the service exposed by OG and sends its reference and message. This
message is received by the CU within the OG. The message content contains the
description of the service based on which CU identifies other negotiating party
(i.e. a semantic web service). This is done with the help of a matchmaking ser-
vice that returns a reference or handle of that service to the CU. This handle
enables the CU fetch the service profile of the service and its ontology, without
which semantic understanding is unattainable.

Bi-directional OWL- FIPA Ontology Translator. Since this ontology is
written in OWL for a semantic web service, which though is allowed as a valid
content language by FIPA but is not as expressive as SL, so there is a need to
translate this ontology from OWL to SL. The CU feeds this ontology to the
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OWL to FIPA ontology translator, which returns the FIPA Ontology equivalent
of the OWL ontology fed as an input.

Negotiation Module. In order to conduct meaningful negotiation between
agent and semantic WS, this module, also known as Mediator, needs the reference
of the requesting agent, its FIPA ontology and service profile of the semantic web
service. Handles to all of these resources are passed to this module at the time
of transfer of control to it by CU. This module shall create an agent at runtime
referred to as RuntimeAgent (RA) in the fig 4, which shall be used to query
the web service ontology. This agent extracts all negotiable parameters from the
profile of the semantic web service with the help of understanding its ontology.

Fig. 4. Sequence diagram listing se-
quence of message exchanges prior to
initiating CNP

Fig. 5. Sequence diagram
listing sequence of message
exchanges while implementing
CNP

5.4 Flow of Control During CNP

Once the prerequisites for the implementation of negotiation protocol are set by
the CU, it is now time for the NM to initiate the negotiation process according
to a formalized protocol (CNP, in this case). Fig 4 illustrates the flow of control
and request- reply pairs involved in CNP as a sequence diagram. The RA acts
as Initiator of the protocol and sends a call for proposal to the semantic web
service which assumes the role of Participant of CNP. For sending such a request
(i.e. a cfp message), NM needs user preferences too. These user preferences can
be retrieved with the help of the requesting agent reference that has been passed
to NM by the CU.

Along with getting these parameters from the requesting agent, NM needs to
have agent’s ontology too so as to get a semantic understanding of what these
parameters mean based upon a common vocabulary. It can also be accessed with
the help of agent’s reference that this module has. Such an understanding of
semantics will help NM map the information that the requesting agent possesses
to the information required by the service method that is going to be invoked
as a result of sending a cfp. As a response of this, the participant would return
all possible options (proposals) to the RA. Each of this response is the handle
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of a semantic web service that closely matches the requested service description.
These responses are passed to a decision engine. We assume here that the decision
engine is an independent component that uses artificial intelligence and semantic
deduction rules to choose the best possible option out of many as per the closest
match with user preferences. The decision engine sends the chosen option back to
RA which invokes the corresponding service. The service is executed as a result
of this invocation and a response is sent to the RA indicating whether the service
has succeeded or failed. RA forwards this response to NM which stores the results
in its knowledge base and returns control to CU. Finally, the requesting agent
is informed of the results of negotiation along with all associated details by CU
and the negotiation session comes to an end.

6 Future Work

This paper proposes gateway architecture for enabling flexible, autonomous in-
teraction between Semantic WS and agent services. A prototype implementation
of this architecture is under development at NUST- Comtec lab. It is intended
to improve the proposed design so as to cater more negotiation protocols esp.,
the auction protocols in future. We expect that this initial effort of conducting
negotiation via a Gateway service bridging agents and WS is only a prelude to
exploring the immense potential it offers as a means to compose, invoke, and
manage heterogeneous service populations.
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Summary. The paper introduces several aspects of electronic content characteristics
with their emphasis into Distance Learning technologies. They all have to be taken un-
der consideration before the application development process starts. They also have to
be defined in case the developer wants to run the on-line mode, of distance learning en-
vironment. To fulfil the given goals several items of management shell were introduced.
The elaborated platform (Multimedia Applications Management Shell - MAMS), for
applications development was introduced as well. Both platforms are simplifying the ap-
plication structure and the unit control processes. The MAMS is supported by Quality
Repetitions Unit (QRU) controlling the application progress and application repetition;
working in accordance with Kay’s [1], [2] interactive model. Finally they both produce
the application status, transmitted into the user’s personal data record.

1 Introduction

The e-learning units have to work in accordance with well known principles of
Programmable Teaching (PT), formulated many years ago, described by Burke
in 1982 [1]. The computer courses have to run in an individual schedule of the
user’s needs, both in the presentation content and in duration of the lesson.
The pioneer works for Computer Aided Learning (CAL) systems were defined
in several frame assumptions of CAL resources structure (Eberts, 1986 [1] and
Piecha, 1989, 1991 [3], [4]); where one can find fundamental solutions for today’s
e-content units. For many applications an algorithmic way of problems solving
is recommended. This multiple choice problems solution makes the computer
encouraging for e-learning technology implementation. Many works has recently
been done for Internet services development; among them databases organisa-
tion, access laws and restrictions, content protection and content distribution
principles. Although many efforts have been undertaken, in this area, new chal-
lenges one can still observe [5], [6], [7]. Complexity of database content implies
an interface structure that makes possible to go through the data via sequence of
questions, to extract a specified data part. The author of the paper was trying
to draw the complex aspects of e-courses development, with smart validation
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method, needed for wide area network services. The distance learning applica-
tions developer has to consider many factors of his works, before the computer
lesson will be assigned as a satisfactory product. The e-content units have to
integrate many interdisciplinary rules to achieve the final result.

2 Some E-Content Characteristics

The computer aided learning products development regulations, allow us mak-
ing the computer network training very flexible and remarkable smart. For these
frame regulations several characteristic features can be distinguished. They de-
fine the lesson main goals, by which and what for the lesson is elaborated. Several
physical characteristic features were also defined; being pattern solutions for the
courseware. They determine the presentation approach into subjects, in accor-
dance with a paper-pencil traditional screenplay. The most often used linear
structure of the application is not satisfying the machine algorithmic computing
abilities; with good guiding through the databases located at remote servers of
the network. Interactivity of the application brings the control unit with various
conditions, establishing several possible paths of the lesson selection. These in-
teractivities have to be strictly combined with the questions validation system,
controlling the application into the user individual needs. The literature brings
several models of interactive lessons structure introduced by Kay’s strategy [3].
It produces complex and flexible structure of programmable teaching unit, with
several distinctly different levels of available courseware. The e-content is pre-
sented on the computer screen in portions, of successive information layers. The
data screen, was called a frame; the smallest data unit of the course assigned
with an identification index - j (Fig.1.) working as branching switch of the unit.

Fig. 1. The data frames of the lesson Lk
j relationship

The highest level of the application track is the shortest one, with modest set
of explanations and complex questions. The lowest track of the application is the
longest one, with many comments and interactions. Between these boundaries
many additional lesson levels (at least one) can be considered.

3 The Application Development Platforms
Characteristics

The lesson structure has to allow going through the application under the user
knowledge current level estimation. To fulfil this assumption the Multimedia
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Applications Management Shell (MAMS), for the application development sim-
plification, was elaborated. The MAMS platform is co-working with additional
product: Quality Repetitions Unit (QRU), completing all interactions and cal-
culating the results of interactions. They were provided as applications support
for Macromedia - Authorware and Macromedia - Flash environment (Fig. 2.):

Fig. 2. The distance learning system interfaces and organisation

– DLIE Server, is the Distance Learning Interactions Evaluation machine for
QRU unit,

– DLIE library, is a set of functions for client usage that link servers of the
network nodes,

– API for DLIE, contains the Application Programs Interface for DLIE server.

Complexity of e-content programming makes troubles with satisfactory courses
development. The MAMS shell drives several development factors, as:

– unifying the application structure and development,
– providing interactions quality judgment engine; increasing the interactions

quality analysis,
– controlling the application repetition.

The MAMS & QRU platforms were integrated into one structure, made as a
client/server application tool for the application frames coordination (indicated
in Fig. 2). The client role plays the MAMS presentation platform and the server
role plays the QRU - responsible for interactions evaluation. For all data commu-
nications the standard TCP/IP packets protocols or http protocols were applied.
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DLIE functions
Well done screenplay provides comfortable mechanisms for decision making so-
lutions; in accordance with the user’s actions. They provide the user with:

– nonlinear repetition mode, including presentation and question frames of the
application,

– multi-level strategy implementation [6], [7] with flexible interfaces through
the application.

The application start-up uses default screenplay settings, as a main path of the
application execution. After the application is completed the QRU unit judges
the interactions results, for controlling the application repetition content.

The nonlinear screenplay
The QRU allows defining the repetition cycle in a flexible way, where presentation
frames are put into the selected sequence. What is more every answer can be
provided, by its own weight, with limited number of repetitions. The answers are
analysed in hierarchical way, with its fill-up format interactions. The judging unit
distinguishes subsequent fields in the answer protocol. Each part of the answer
is described by an adequate record, assigned by its unique identifier and its local
weight. Instead of binary value of the answer (usually applied in well known
units) multi-valued measures have been provided. The DLIE server analyses the
answers using various measures and algorithms combining the set of answers into
a final statement. The QRU engine is used for frames selection to the application
repetition as the user interactions results control the data selection process.

Let us consider that the database consists of files-set containing courses (Ck)
with several lessons Lk

j in each course.

Ck =
m⋃

j=1

Lk
j , where : k ∈ K, K = {1, 2, ..., m}, j ∈ J, J = {1, 2, ...n} (1)

The ability of an individual path selection, within the application, means that
several branches in the data file are available. Each lesson Lk

j of the course k

consists of selected frames F k
ij linked into a sequence by the MAMS shell. The

i index denotes the frame-number joined into the lesson Lk
j of the course Ck;

where j denotes current number of the lesson.

Lk
j =

r⋃

i=1

F k
ij , where : i ∈ I, I = {1, 2, ...r} (2)

This way, the user chooses an own route through the main presentation and rep-
etition sessions. The mentioned above data frames selection controls a question
system (QRU) of the application. The assumptions to the database composition
are related to programming platforms used for the application development. For
simplifying the developOCment process, several programming technologies have
been involved into.
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4 The Courses Management and Network Security

The MAMS engine produces the application current status. A content distribu-
tion platform USE-LMS (University of Silesia - Learning Management System),
controls the e-content distribution processes under various restrictions for the
registered users. MAMS and USE-LMS are provided with several installation
restrictions protecting the training system from applications distribution into
eligible users. They are installed on several machines of the computer network,
cooperating with learning process management (Fig. 3.). The main machine
ŞManagerŤ contains the system main database with a main LMS. The local
server (a second layer) works as a local sub-distributing machine (local LMS) of
content provided by the main Manager. The local managers are responsible for le-
gal distribution of the content into their node users. The applications are running

Fig. 3. The Distance Learning computer node management relationship

when the user’s workstation is provided with MAMS platform delivered by the
local server; as a legal distribution condition of MAMS platforms. The main ma-
chine supervisor is able to control the users’ legal installations (the license). He is
able to interrupt any illegal applications execution. What is more, dismount the
installation at the sub machine. The presentation units, developed under Macro-
media Authorware and Macromedia Flash or any presentation generators have to
be linked into logical information sequences, by the XML manger, added by the
application developer. After the application localisation was defined the XML:
checks the description code, defines the belonging sub-chapter to the application
- bounding the application sequence: chapters and sub-chapters selection.
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5 Conclusion

The discussed above solutions show a brief description of recent efforts that
have been undertaken at the University of Silesia, Distance Learning Technolo-
gies Centre and Department of Computer Systems, in a field of e-learning and
distance learning technologies development. The introduced MAMS platform is
responsible for smooth controlling of the application. It is also a necessary frame
that has to be installed before the application starts running. The elaborated
mechanisms protect the network database from its content illegal copying. Every
installation has to be confirmed by training system operator, otherwise the ap-
plication will refuse working. The e-content frames with not satisfying results of
interactions are assigned for repetition; defined number of times. The distribu-
tion platform (USE-LMS) was provided with handshaking protocols transferring,
into the user personal record, many status factors of the application interactions;
controlling various conditions of these platforms co-operation. This way several
steps, towards the modern learning and teaching system, in Internet environ-
ment, were successfully made.
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1 Introduction

It is widely recognized that online product reviews by users in sites such as
amazon.com are biased in several dimensions including those due to the sequence
in which the reviews are written as well as the benefit (monetary or otherwise)
that the reviewer gains from writing a review. Although the latter is obvious and
is often practiced by stakeholders wanting to promote their products (e.g., [2],
[3], [4], [7]), the former is not entirely innocuous since subsequent reviews are
not completely independent of preceding reviews by others.

To add to the complexity of the dynamics at play in this context, the role played
by first impression bias cannot be overestimated (e.g., [1]). Thus, the review that
is first seen by a prospective customer of the product of interest plays a signif-
icant role in purchase decisions that follow. These reviews are quite influential
since prospective purchasers of reviewed products rely heavily on these reviews in
making their purchase decisions (e.g., [6]). Piramuthu ([5]) provides an analytical
study of the dynamics of first impression bias and the order sequence of reviews.
In this study, we focus only on the order sequence of reviews and illustrate the
dynamic using an example and analyze the same using induced decision tree.

The sequence in which reviews are written play an appreciable role in how the
reviews that follow later in the sequence are written. For example if a reviewer is
favorable to the product reviewed, she might be biased to write stronger reviews
based on existing negative reviews and vice versa. We study this dynamic using
a small synthetic example data set with simplifying assumptions to illustrate
the effects of sequential bias in online reviews. We use the decision tree (J48)
classification method in WEKA ([8]) as a tool to learn the concept of interest.
Preliminary results show that the effects of sequential bias cannot be ignored.

We describe the data used in this study in the following section. This is fol-
lowed by a brief description of the generated decision tree in Section 3. We discuss
the results and provide possible implications in Section 4.

2 Data Generation

We consider a product that has several attributes. A reviewer of this product
rates several of these attributes before providing an overall recommendation. We
use the following notations:
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i, j - reviewers and attributes of the product reviewed (i = 1..m; j = 1..n)
xij - score derived from reviewer i’s review of the jth attribute
x+

kj , (x−
kj) - positive (or negative) score from k’s review of jth attribute

yi - reviewer yi’s overall recommendation of this product.

We calculate the un-biased score for reviewer i’s review of the jth attribute
as the sum of the score given by reviewer and the bias due to conflict between
the reviewer’s overall recommendation and previous reviewers’ scores as follows:

(unbiased)xij =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xij +

i−1∑

k=1

x−
kj

i − 1 if yi > 0

xij +

i−1∑

k=1

x+
kj

i − 1 if yi < 0

xij otherwise

Here, the summation of selected scores (only the negative ones from previ-
ous reviews if the current overall recommendation is positive and vice versa)
measures the number of previous conflicting reviews in its denominator and the
magnitude of the scores from these reviews in the numerator.

To operationalize this, we use four attributes for the product of interest. For
each attribute, the reviewer’s score is assigned values -1, 0, and +1 if the review
is negative, neutral, or positive respectively. We also consider cases where the
review is very positive and very negative, and represent these by +1.25 and -
1.25 respectively. We generated a small data set of 100 examples based on these
constraints from a Uniform distribution [0,1] with equal probabilities of the score
being positive, neutral, and negative. To capture the ‘very positive’ and ‘very
negative’ cases, we randomly chose 10% of the cases and multiplied the scores
by 1.25.

For y-values, we assign a 1 if the sum of the x values is greater than 2, a -1 if
this sum is less than 2, and 0 otherwise. We generated the y-values in this fashion
for the data set before removal of sequential bias and kept the same y-values for
the other data set. The data set thus randomly generated had 56% positive and
44% negative examples.

Figure 1 shows the first five examples thus generated, and Figure 2 shows
the same first five examples after removal of sequential bias. For example, the
third line in Figure 2 is generated using information from lines 1-3 in Figure 1
as follows: since the y value is 1, we consider only the negative values in the
previous reviews (i.e., lines 1 and 2 in Figure 1). The unbiased x3j values are
x31 = 1 + 0 = 1; x32 = 1.25 + (−1/2) = 0.75; x33 = 0 + (−1.25/2) = −0.625;
x34 = 1.25 + 0 = 1.25.

Figures 3 and 4 provide the descriptive statistics for these data sets, corre-
sponding to Figures 1 and 2 respectively.
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x1 x2 x3 x4 class
0 0 -1.25 0 -1
1 -1 0 1 1
1 1.25 0 1.25 1

-1 1.25 -1 -1 -1
0 0 -1 0 -1

Fig. 1. Example (first five) user input data

x1 x2 x3 x4 class
0 0 -1.25 0 -1
1 -1 -1.25 1 1
1 0.75 -0.625 1.25 1

-0.6667 1.6667 -1 -0.25 -1
-0.25 0.625 -1 0.5625 -1

Fig. 2. Example (first five) user input data after removal of sequential bias

Min. Max. Avg. Std. Dev.
x1 -1.25 1.25 -0.105 0.884
x2 -1.25 1.25 0.053 0.891
x3 -1.25 1.25 0.045 0.855
x4 -1.25 1.25 -0.018 0.819

Fig. 3. Descriptive statistics of user input data before removal of sequential bias

Min. Max. Avg. Std. Dev.
x1 -1.679 1.564 -0.169 0.851
x2 -1.683 1.667 0.009 0.798
x3 -1.554 1.667 -0.011 0.814
x4 -1.541 1.5 -0.04 0.782

Fig. 4. Descriptive statistics of user input data after removal of sequential bias

3 Decision Trees

We used WEKA ([8]) to generate the decision trees using these data sets - the
original data set with the users’ reviews and the one after removal of sequential
bias. The resulting decision trees are given in Figures 5 and 6 respectively. In ad-
dition to the trees themselves, the probability of reaching leaf nodes are provided
next to the leaf nodes of the trees. These can be used to estimate the probability
of a product being positively or negatively reviewed based on a subset of the
attributes.
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x3 <= -1
| x2 <= 0: -1 (18.0)
| x2 > 0
| | x2 <= 1: 1 (6.0/1.0)
| | x2 > 1: -1 (3.0/1.0)
x3 > -1
| x1 <= -1
| | x2 <= 0: -1 (15.0/2.0)
| | x2 > 0
| | | x1 <= -1.25
| | | | x3 <= 0: -1 (3.0)
| | | | x3 > 0: 1 (3.0)
| | | x1 > -1.25: 1 (8.0)
| x1 > -1
| | x4 <= 0
| | | x2 <= -1
| | | | x1 <= 0: -1 (4.0)
| | | | x1 > 0: 1 (4.0/1.0)
| | | x2 > -1: 1 (17.0/2.0)
| | x4 > 0: 1 (19.0)

Correctly Classified Instances 93 93 %
Incorrectly Classified Instances 7 7 %

TP Rate FP Rate Precision Recall F-Measure Class
0.909 0.054 0.93 0.909 0.92 -1
0.946 0.091 0.93 0.946 0.938 1

=== Confusion Matrix ===

a b <-- classified as
40 4 | a = -1
3 53 | b = 1

Fig. 5. Decision tree using raw input data (before removal of sequential bias)

These tables also include the confusion matrix with the percentages of cases
that are correctly or incorrectly classified by the decision tree. Additional infor-
mation include the true positive (TP Rate) and false positive (FP Rates) rates,
precision, and recall. The true positive rate (or, sensitivity), is measured as the
ratio between the number of true positive cases and the sum of true positive
and false negative cases (i.e., TP

TP+FN ). The false positive rate is measured as the
ratio between the number of false positive cases and the sum of true negative
and false negative cases (i.e., FP

TN+FN ). Precision is measured as the ratio be-
tween the true positive cases and the sum of true positive and false positive cases
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x3 <= 0.95652
| x3 <= 0.432692
| | x3 <= -0.27976
| | | x3 <= -0.53125
| | | | x3 <= -1.28767: 1 (6.0)
| | | | x3 > -1.28767: -1 (25.0/4.0)
| | | x3 > -0.53125: 1 (23.0)
| | x3 > -0.27976: -1 (15.0/1.0)
| x3 > 0.432692: 1 (22.0)
x3 > 0.95652: -1 (9.0)

Correctly Classified Instances 95 95 %
Incorrectly Classified Instances 5 5 %

TP Rate FP Rate Precision Recall F-Measure Class
1 0.089 0.898 1 0.946 -1
0.911 0 1 0.911 0.953 1

=== Confusion Matrix ===

a b <-- classified as
44 0 | a = -1
5 51 | b = 1

Fig. 6. Decision tree using data after removal of sequential bias

(i.e., TP
TP+FP ) and recall is measured as the ratio between the true positive cases

and the sum of true positive and false negative cases (i.e., TP
TP+FN ).

4 Discussion

From Figures 5 and 6, it can be seen that the decision trees generated are not the
same. The decision tree generated using the raw (before removal of sequential
bias) data uses all four attributes for describing the concept of interest, whereas
the decision tree generated using the data after removal of sequential bias uses
only x3. The main result of this paper is that the resulting recommendations can
be significantly biased by sequential bias. Piramuthu ([5]) analytically shows that
the significance of the difference depends on the severity of sequential bias. While
the order in which these reviews are written do play a role in introducing this
bias, there is some evidence that the review that occurs first plays a significant
role in a prospective customer’s perception about a product of interest (e.g., [5]).
Although we only considered individual attributes when evaluating bias, overall
recommendations (the y-values) can also spawn its own dynamic in subsequent
reviews. A prospective customer should thus use caution while perusing these
reviews for purchasing decisions.
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Summary. The analysis of query logs over a search engine provides valuable informa-
tion on the user needs. Query clustering allows for the identification of similar queries
and forms the basis for recommendations and query personalization. In this study,
we propose constraint-based query clustering to enhance the query grouping process:
Prior knowledge about the similarity of given queries is used to guide the formation
of clusters, thus resulting in more homogeneous and reliable groups. We apply the
constraint-based clustering algorithm C-DBSCAN [10] on query logs and show that
constraints improve cluster quality.

1 Introduction

Search engines have become an indispensable tool for information acquisition
from the Web or from corporate Intranets. Their popularity also implies high
expectations on performance and quality of the results. One method used to
enhance the experience of users with a search engine is the formulation of rec-
ommendations derived from similar queries. Query clustering [16] forms the al-
gorithmic core for such approaches. As pointed out in [7], query clustering is a
challenging problem, mainly due to the diversity of information being retrieved
and of user interests to be served. In this study, we propose the improvement of
query clustering through the exploitation of background knowledge in the form
of instance-level constraints [12].

Constraint-based clustering exploits knowledge on the relationships among
specific data instances/records: While a clustering algorithm treats all records
equally, a constraint may point out that two given records must be assigned to
the same cluster (or, conversely, they must be assigned to different clusters).
For example, consider the queries Q1, Q2, Q3, where Q1 contains the keyword
“Basel”, Q2 is on “risk management in banks” and Q3 mentions “quality control”
and “process”. Although risk management and Basel (a city in Switzerland) are
not related in general, one might know (e.g. by studying the results of the spe-
cific queries) that both users were interested in the Basel regulations on bank
services, especially with respect to risk management. Basel regulations mention
(among else) quality control and certification. However, inspection may reveal
that those who launched Q3 were interested in quality control for industrial pro-
cesses. Thus we conclude that Q1 and Q2 must belong to the same cluster (a
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Must-Link constraint between two data instances) and that Q3 must be assigned
to a different cluster than Q1 (a Cannot-Link constraint). Of course, this knowl-
edge is the result of a manual inspection that cannot be afforded for all data.
However, research on constraint-based clustering [13, 3, 2] shows that even a
small number of constraints can enhance the clustering of the whole dataset.

The incorporation of other forms of background knowledge to query cluster-
ing has been studied recently. Wen et al exploit contextual information [15] by
checking whether users that issued different queries have clicked on the same
documents and whether a set of documents is often retrieved for a given set of
queries. In [17], real world events are detected from the Web by analyzing the
context and the domain of the click-through data recorded of web search engines
based on semantically similar queries but also have similar evolution pattern
over time. Wedig and Madani present in [14] a large-scale study on logs of the
Yahoo! search engine and elaborate on issues like the variation of users’ topical
interests and the types of insight that can be gained from query logs. Nettleton
et al formulate hypotheses on user types [7]; they enhance the contents of the
query sessions with meta-information and use these enriched data to contrast
unsupervised and supervised methods for query clustering. However, constraints
have not been studied in this context before.

The rest of the paper is organized as follows: Section 2 contains a brief de-
scription of C-DBSCAN [10], our constraint-based extension of the density-based
DBSCAN [4]. Section 3 describes our constraint-based approach to query clus-
tering and our experiments with query log data. The last section concludes with
a summary and an outlook.

2 An Overview of C-DBSCAN

For constraint-based query clustering, we use C-DBSCAN [10], a constraint-
based extension of the density-based clustering algorithm DBSCAN [4]. DB-
SCAN is a very powerful clustering algorithm, even for challenging datasets, but
it has been shown to perform poorly if the data have certain properties (e.g. areas
of different densities) [11]. In [10], we have shown that C-DBSCAN outperforms
DBSCAN for such datasets.

DBSCAN has been recently used for web page and query clustering: In [6],
pages accessed by the same users are grouped together using DBSCAN and
the users’ interests are taken into account for the assignment of each page to a
topic/class. In [15], DBSCAN is used to cluster query contents; context infor-
mation is taken into account, in particular whether users clicked on the same
documents for different queries and whether a set of documents is often selected
for a set of queries. However, prior knowledge in the form of constraints, as
exemplified in section 1, is not considered.

DBSCAN [4] traverses the data and builds neighbourhoods. These are spher-
ical dense regions around core points, i.e. data records that have at least
MinPts proximal records within a radius Eps. Records in the same neighbour-
hood are density-reachable from each other and may become themselves core
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points – centers of further, overlapping neighbourhoods. Records in overlapping
neighbourhoods are density-connected. A cluster is defined as a group of over-
lapping neighbourhoods.

C-DBSCAN [10] extends DBSCAN: First, the data are organized into a KD-
Tree [1]. Then, Cannot-Link constraints are enforced when building neighbour-
hoods and when merging them iteratively towards the final clusters.
Must-Link constraints cause the merging of clusters that are not necessarily
density-connected. In more detail:

1. Building Neighbourhoods in KD-Tree Nodes: The KD-Tree algorithm parti-
tions the data space iteratively into cubes, as long as the subcubes contain
at least MinPts data records. Then, C-DBSCAN builds neighbourhoods for
each leaf of the KD-Tree in turn. In the next step, only neighbourhoods
within the same node are merged; they form “local clusters”.

2. Creating Local Clusters under Cannot-Link Constraints: C-DBSCAN en-
forces Cannot-Link constraints while building and merging neighbourhoods
into local clusters. For each KD-Tree leaf node, C-DBSCAN first places each
record involved in such a constraint to a singleton group. Then, it scans the
remaining records in the node, builds neighbourhoods and puts all records
that are density-reachable from the same core point into the same local
cluster.

3. Merging Local Clusters under Must-Link Constraints: For each two records
involved in a Must-Link constraint and belonging to different local clusters,
C-DBSCAN merges the clusters into a “core local cluster”.

4. Merging Clusters under Cannot-Link Constraints: In the last step, C-DBS
CAN performs hierarchical agglomerative clustering. It lets core local clus-
ters absorb their most proximal clusters. To compute proximity, only dis-
tances between density-reachable records of the two clusters are considered.
Remaining Cannot-Link constraints are enforced, in the sense that clusters
with records involved in such constraints are not merged.

3 Applying C-DBSCAN on Query Log Data

We tested our method on datasets derived from a query log of 69,790 records.
This log was recorded at the site of a real-estate agent that operates a local GSA
(Google Search Appliance). Next to the query requests, the log also contained
information about further activities of the users on the search page, e.g. select-
ing among alternatives (locations, price, categories etc) to restrict their query.
During data preparation, the log was cleaned and the whole interaction between
user and search page was reconstructed. 45,450 “query sessions” were retained,
each one composed by a query and its associated user activities.

The queries were further enhanced with help of an ontology. The ontology
contained a taxonomy of concepts, which was used to remove stopwords and
map keywords to concepts, and a set of further properties describing the objects
of the site (e.g. types of real-estate, prices, locations). We used this information
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to assign the queries into categories/classes. This allowed us to evaluate the
query clustering results against labeled data.

For the evaluation, we created 10 subsets á 4,000 records DS1, . . . , DS10 and
performed two experiments on them. In Experiment 1, we studied how a set of
constraints from a dataset improves the quality of the clustering on this dataset.
In Experiment 2, we studied how the same set of constraints influences the
quality of the clustering upon different datasets. For Experiment 1 we used
datasets DS1, . . . , DS5 and for Experiment 2 we used DS6, . . . , DS10.

We evaluated the clusters derived by DBSCAN and C-DBSCAN against the
labeled data. For this, we used the Rand Index [8] on the similarity between the
clusters and classes in each of DSi, i = 1 . . . 5. The Rand Index takes values in
[0, 1] and becomes 1 when clusters and classes are identical.

Experiment 1

Goal of the first experiment was to study how knowledge on the label of some
queries may influence clustering. For each DSi, i = 1 . . . 5, we disclosed the label
of a number of queries, identified queries that had the same label and combined
them into Must-Link constraints. This approach was also used in [12, 5, 10]
for constraint generation. For each DSi, we generated a set of 200 Must-Link
constraints MLi,[200] and a superset of 400 Must-Link constraints MLi,[400]. We
then derived Cannot-Link constraints from them, which reflect that queries with
different labels should not belong to the same cluster.

For each DSi, we repeated the constraint set generation five times and com-
puted the average Rand Index value over the corresponding five runs. The results
are depicted in Fig. 1(a). C-DBSCAN outperforms DBSCAN on all datasets and
the Rand Index value is higher for the larger number of constraints. Obviously,
the impact is different among the datasets, reflecting the differences in the un-
derlying clusterings, but the trend is the same.

Experiment 2

Goal of the second experiment was to study how heuristics can lead to the
generation of useful constraints. For this experiment, we have performed an
independent data mining run, in which association rules were discovered upon
the query log. From the derived associations, we formulated a set of 200 Must-
Link constraints ML[200] and a superset of 400 Must-Link constraints ML[400].
We applied these two constraint sets on each of DS6, . . . , DS10. A similar method
for the evaluation of constraint impact was used in [12, 3].

The results are shown in Fig. 1(b). Similarly to Fig. 1(a), we see that the
constraint set improves the quality of the clustering results and the larger set of
constraints leads to clusters of higher quality. The influence of the constraints
upon the clustering quality differs among the datasets, being highest for DS9 and
lowest for DS8. It is also remarkable, that for those two datasets, we observe the
largest variations in the Rand Index values: For DS8, the Rand Index improves
by more than 5% when adding 200 constraints, while the Rand Index for DS9
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Fig. 1. Comparative results for (a) Experiment 1 and (b) Experiment 2

has almost the same values for ML[200] and ML[400]. Those findings are in lieu
with the observations of [12], who also found that the same set of constraints
can have different influence upon the clustering results of different datasets.

4 Conclusions

We have studied the potential of instance-level constraints for query clustering
for search engines. Such constraints reflect background knowledge about indi-
vidual queries, e.g. that they refer to the same subject. We have performed
constraint-based query clustering with C-DBSCAN [10]. This algorithm extends
the density-based algorithm DBSCAN, which progressively merged groups of
records into clusters, by enforcing two types of constraints: If two records/queries
are known to be similar, C-DBSCAN merges the clusters to which they are
assigned. If two queries are known to be dissimilar, C-DBSCAN prevents the
merging of the clusters to which they belong. Our experiments on real query
logs show that the quality of query clusters improves over conventional density-
based clustering.

Many open issues remain for future work: More experimentation is needed
to reveal the semantics of the discovered query clusters. The formulation of
constraints requires manual inspection of part of the query log; methods are
needed to enhance and possibly automate this process. Finally, a query log is
not a static file but a stream; we intend to extend our work on constraint-based
clustering for a static query log towards constraint-based clustering for a query
log stream, using our work in [9] as a basis.
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Summary. As more information becomes available electronically, tools for finding
information of interest to users become increasingly important. In this research, a per-
sonalized document filtering system with learning ability is designed and implemented.
Each user puts one query in the system and five intelligent software agents rank each
new document from their points of view. Three of these agents rank the document
according to user’s query, user’s documents of interest in the profile, and user’s group.
The forth agent merges these scores and provides another score. Finally, the last agent
corrects the obtained score by using previous estimated ranks and the judged ranks by
the user. Using this agent that learns the users’ behavior and adjusts the combination
of the outputs of the other agents to estimate a rank for a document, results in a more
accurate score than using each one (query, profile, or group) alone. We used LSI (Latent
Semantic Indexing) method for documents and queries.

Keywords: LSI, Latent Semantic Indexing, Intelligent Agents, Information Filtering,
Web Personalization, Recommendation System.

1 Introduction

As more information becomes available on the Internet, the need for effective
personalized information filters becomes more critical. In particular, there is
a need for tools to capture user’s information needs, and to find documents
relevant to these needs. The ultimate goal of any user-adaptive system is to
provide users with what they need without them asking for it explicitly [1].
In this research, the representation used for queries and documents is based
on the vector space representation, commonly used in the information retrieval
literature. Cosine similarity is used to find similarity between vectors. A standard
method of indexing text consists of recognizing individual words, eliminating the
commonly used words included on a stop-word list and stemming the remaining
words for content identification of the texts. The weight of the term depends on
its frequency of occurrence in the text and the number of documents it appears in
(tfidf method) [2]. Latent Semantic Indexing [3] is used to infer the structure of
relationships between documents and words. In the next section, we describe the
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standard data used for evaluating our system. Then, a new criteria for ranking is
proposed and later the information filtering system is described which uses five
agents to score a document for each user. At last, a conclusion will summarize
the whole process.

2 Implementation of Information Filtering System

2.1 Test Data

The standard document source dealt with in this research is the Cranfield
corpus[4], which contains a collection of 1400 documents with 225 judged queries.
Each query represents one user. These queries have on average 8 relevant docu-
ments, and each document is relevant to one or more queries. In order to have a
reasonably sized set of documents for each query, we used a subset of 26 queries
for this experiment: queries 1, 2, 23, 46, 47, 57, 65, 67, 72, 73, 90, 125, 132,
156, 157, 186, 201, 202, 203, 204, 212, 217, 218, 219, 220, and 221. These test
queries have between 15 and 40 relevant documents each, with an average of
19. To test group filtering, we added 14 queries from 27 to 40 that were made
by combining other queries. The relevant documents for each are a collection
of relevant documents in ingredients queries that produce this new query. The
new made queries are presented in the form of numbers standing before the
parenthesis and the numbers within, show the ingredients of the new queries.
The representation is as follows: 27(25,26), 28(7,8,9), 29(22,23,24), 30(1,2,6),
31(23,24), 32(22,23), 33(4,5), 34(15,17), 35(18,19), 36(2,6) 37(10,15), 38(5,9),
39(7,9), 40(19,20). These test queries use 327 relevant documents from 1400
documents for 40 users. These standard documents in the Cranfield [4] collec-
tion are technical scientific abstracts, and are all quite short, between 100 and
4200 bytes in length. They are supposed to use 30000 terms. Using LSI, we get
100 highest singular values (i.e. k=100). Therefore we represent our documents
and queries in lower dimensions.

2.2 Criteria

Usually the precision-recall curve, the area under it [5], or its average is used
to evaluate retrieval systems. As our system is a filtering system with machine
learning capabilities, we suggest a special new formula to evaluate it. The formula
which is pseudo average in the precision-recall curve, computes error for each
method. We made its rules as follows:

• If the document is retrieved and it is relevant and the difference between the
estimated similarity and the real rank is less than 0.2 then the error is zero.

• If the document is retrieved and it is relevant and the difference between the
estimated similarity and the real rank is not less than 0.2 then the error is
that difference.

• If the document is not retrieved and it is relevant then the error is the real
rank multiplied by 3.

• If the document is not retrieved and it is not relevant then the error is zero.
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2.3 Implementation of Agents

Here, we implement each agent and evaluate our system based on our criteria.
Step by step we add more agents to the system and they collaborate to rank
the documents and in each step we measure the system’s error which is the area
under the corresponding curves.

QAgent

At first, the system uses the user’s query to estimate the ranks. We named this
suggested agent as QAgent (Query’s Agent). Each new document that enters the
system is routed to users’ QAgent. QAgent computes cosine similarity of this
document with user’s query and returns the similarity value as a rank. QAgent
in figure 1 shows the average error for each user. Vertical axis represents the
average error for each user and horizontal axis represents users sorted according
to their errors.

PAgent

Now, the system uses another agent that uses user’s profile to estimate the ranks.
We named this suggested agent as PAgent (Profile’s Agent). To build user’s
profile there are some methods like in [6][7] but we used a simple approach.
Each new document that enters the system is routed to users’ PAgents. PAgent
computes cosine similarity of this document with the user’s profile and returns
the similarity value as a rank. A profile is a set of documents with their ranks that
specify user’s interests in them. To have a vector for a profile to compare with a
new document, the system multiplies the terms in each document in the profile
by the rank of that document and then averages the results. It is a vector in
LSI space with 1*100 dimensions, which specifies user’s terms of interest. Then,
the system computes cosine similarity of the new document with this vector and
returns the similarity value as a rank. PAgent curve in figure 1 shows the average
error for each user. The produced error by PAgent is close to the error produced
by QAgent.

ArbiterAgent

We can use an agent that combines QAgent’s and PAgent’s values. We name this
agent as ArbiterAgent. It computes coefficients for QAgent and PAgent and then
ranks the documents with weighted summation of those agents. In [1][8][9] there
are some methods to calculate coefficients but our method is simpler and is as
follows: if the number of documents in the user’s profile is very low, the weight of
PAgent will be very low and that of QAgent will be very high. Gradually, as more
documents enter the system, user’s profile increases, and system increments the
weight of PAgent and decrements the weight of QAgent. By using ArbiterAgent
to rank the new documents, average error for each user is computed and shown
in figure 1. The produced error by the ArbiterAgent is near the error of PAgent
and that of QAgent.
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GAgent

Now, we suggest another agent which ranks the documents based on the user’s
group and name it GAgent (Group’s Agent). Each new document that enters the
system is routed to users’ GAgents. GAgent computes the cosine similarity of this
document with the user by group’s approach. To compute GAgent’s values, the
similarity between this document and other users is computed and is multiplied
by the similarity between this user and other users. Obtained values specify
similarity of this document with the user by group’s view. By averaging these
similarities, the GAgent ranks the document for the user. GAgent must compute
the similarity of the new document to other users and the similarity of user to
other users. To compute new document’s similarity to other users, it will use
the user’s rank for this document if the user ranks this document, otherwise the
rank of QAgent, PAgent, or ArbiterAgent will be used. To compute the user’s
similarity to other users, GAgent can use one of these three ways:

1. Similarity based on terms in profiles: GAgent multiplies the rank of each
document in the user’s profile by terms’ rank in that document and aver-
ages these values. Then, each user has a vector with 1*100 dimensions that
describes the user’s terms of interest. By computing the similarity of this
vector between users, GAgent selects the most similar ones as a group that
user belongs to. Gradually, by getting more documents, user’s group may be
changed.

2. Similarity based on queries in LSI space: GAgent multiplies the query vector
of user by query vector of other users to compute cosine similarities. Then
it selects the most similar ones as a group for this user.

3. Similarity based on documents’ ranks in profiles: GAgent computes the sim-
ilarity among the profiles, which contains ranks for each document to the
profiles of other users. Gradually, by getting more documents, user’s group
will be changed.

In [10][11][12]there are some more methods for group ranking. By using GAgent,
which is built by first method, to rank the new documents, average error for
each user is shown in figure 1. As the figure shows, the error is increased a
little. Now we add GAgent to ArbiterAgent. The new ArbiterAgent’s coefficient
for GAgent is very low for a few number of documents in user’s profile and
it increases gradually as the number is increased. Using new ArbiterAgent to
rank the documents, the produced error is near to the errors produced by other
agents.

EstimatorAgent

Much of the error in the system may be from the high difference between agent’s
suggested score for the document and the real rank from the user’s view. To
estimate user’s rank for the new document, we suggest a new agent named Es-
timatorAgent that estimates rank by previous behaviors of the user. When the
new document enters the system, QAgent, PAgent, and GAgent will rank it.
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EstimatorAgent computes the similarity between these ranks and the ranks of
previous documents. It selects the most similar ones and multiplies the simi-
larity values by the difference between the user’s rank and the ArbiterAgent’s
suggested rank for those documents and then averages the results. The result is
the estimated error for the new document’s suggested rank and is added to the
rank that produced by the ArbiterAgent. This operation makes the estimated
rank closer to the user’s rank. The average error for users is shown in figure 1
as EstimatorAgent. Here we can see that the error is reduced considerably.

Fig. 1. Errors of QAgent, PAgent, GAgent, ArbiterAgent, and EstimatorAgent

3 Conclusion

Combining user’s query, user’s profile, or user’s group to estimate a rank for a
document will lead to almost same results in comparison of using each of them
alone. The method proposed for suggested EstimatorAgent uses user’s behavior
in the past to learn and compute a bias value to adjust itself and the error is
reduced considerably.
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Summary. The Web is part of today’s life and offers all kind of content. We present
a system that can help the user to extract information from web documents and to
find the answer for simple questions in natural language. This work is focused on
newspaper articles and it is based on an ontology knowledge representation, natural
language processment and a logic-programming framework.

1 Introduction

In the last decade the volume of available information on the web has grown
exponentially. As an effect of globalization, the news we hear from a remote
point of the globe have now gained importance and may influence some aspects
of our life. In the other hand, most of the information taken in media resources
may not be relevant to the end citizen. Nowadays, the main newspapers have
an online RSS1 service where they publish the latest news to all Internet users.
Computer based systems can help people, allowing a quick and broader analysis
on the available sources. This paper proposes an ontology based methodology
for news article processing2 in order to cover a large amount of documents,
try to automatically understand some information in those documents and get
automatic answers to some simple questions.

2 Common Sense Knowledge Base

When we have an isolated sentence it’s usually difficult to automatically capture
the semantics in it. Ontologies allow the definition of class hierarchies, object
properties and relation rules, such as, transitivity or functionality. Our approach
uses an ontology as the starting knowledge base with semantic information that
helps to perform the sentence analysis and the subsequent inferences and inter-
rogations. The ontology is expressed in OWL3. This language has the intended
1 Really Simple Syndication (sometimes also used for Rich Site Summary), is a popular

XML format for Web content publication.
2 This paper is an extension of previous work described in [5].
3 OWL is the short name for Web Ontology Language. It’s a language proposed by

the W3C Consortium for the Semantic Web and ontology representation.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 316–321, 2007.
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A Proposal for a Web Information Extraction 317

semantic features and it is suitable for web publications, allowing us to share
parts of our knowledge base in a direct and appropriate manner. Besides the
formal concept definitions and“IsA”relations, there are a few simple facts about
everyday life that might be very useful for document analysis. Some of those are
also expressed by ontology relations. Our current ontology contains about 3500
concepts and has several relations connecting them: isA, usedFor, locatedAt, ca-
pableOf and madeOf. These concepts and relations represent a small common
sense knowledge base about places, entities and events. Some of the top-level
concepts are: AbstractConcept (the root concept), Event, Time and Entity. The
next section explains the document analysis performed by the system.

3 Fetching and Processing the News

Some popular newspapers like Público or Correio da Manhã have a “last hour”
news section in their web site4, including an RSS channel. This is suitable for
an automatic search for any recently added news article.

We used a program to periodically collect the recent news from Público’s RSS
channel. As we can see in figure 1, each news item has some metadata fields:
title, description, author, category, publication date and hour, and of course,
the link to the web document containing the information. The category gives
us a first simple classification for the document, placing it in Economy, Politics,
International or Sports (in Portuguese Desporto - like the item listed in figure 1).
The publication date gives the temporal context to the semantic content we find
in the document, as we will see later. Each document imported to the system has
a text body. That text is processed, following a methodology based on natural
language processing techniques, namely, a syntactical parser and a semantic
analyzer able to obtain a partial interpretation of the document. The tool used
for the syntactical analysis is PALAVRAS [1]. It’s a syntactical parser based in
the Constraint Grammars formalism and it is able to cover a large percentage
of the Portuguese language.

Let us consider a sentence in the above sports news item:

“Marcus Grönholm venceu neste domingo o Rali da Grécia.” (in English: “Mar-
cus Grönholm won the Greece Rally, this Sunday.”)

The parser identifies the subject, the predicate and direct object with extra
details that are stored on a Prolog structure and passed to the semantic analysis
module. The technique used for this module is based on Discourse Representation
Structures (DRS) [2]. The partial semantic representation of a sentence is a
DRS built with two lists, one with the rewritten sentence and the other with
the sentence discourse referents. We are only dealing with a restricted semantic
analysis and we are not able to handle every aspect of the semantics: our focus is
on the representation of concepts (nouns and verbs) and the correct extraction
of its properties (modifiers, agents, objects). The previous news item is stored
in the system with the details on figure 2.
4 http://www.publico.pt/ and http://www.correiodamanha.pt
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Fig. 1. RSS document from Público Fig. 2. An item captured semantics

4 Using the System

Once the news documents are obtained and analyzed they become part of the
second knowledge base: the facts knowledge base. The Question-Answer module
receives a natural language written query, in Portuguese. The query is processed
using the same natural language tools used for the news texts. The search for
an answer is done by a logic-programming based module that performs a prag-
matic interpretation of the query DRS over the full system knowledge base (the
ontology and the news facts).

The inference process is done with the Prolog resolution algorithm, which tries
to unify the referent from the query with facts extracted from the documents
and expressed in DRS structures.

4.1 Who/What Questions

As an example, we could enter a query like:

“Quem ganhou o Rali da Grécia?” (in English: “Who won the Greece Rally?”)
The DRS for such query is presented in figure 3. This logic structure is checked

against each sentence DRS. The result displayed by the system web interface is
given in figure 4. It may include zero or more values considered valid as response
to the query. For each possible response value there is also a document link list,
pointing to the news item(s) where the system found the answer, and a numeric
value with an estimated weight for that answer. Each sentence DRS component
(subject, verb and object) match is given a weight (100 for direct match or less
for dictionary and ontology driven cases). The weight for the document answer is
calculated as the average weights of their matched sentence components. Finally,
the weight assigned to an answer is the maximum value from their documents
weights plus #docs−1. The previous question was answered because the concept
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Fig. 3. A Who-Question DRS Fig. 4. Question-Answer result

vencer is defined as a synonym of ganhar. Another note is that there are two
answers in the result. In this case, the reason is that we have a document with
a sentence identifying last year winner. We could now follow the links and check
the best solution by reading the text. The precise query for this year winner
would be:

“Quem venceu o Rali da Grécia no ano de 2006?” (in English: “Who won the
Greece Rally in the year 2006?”)

That would introduce a temporal modifier on the query DRS expression to
be checked against the date of publication of the document, such as:

... [ modif(temp,’ano’, [’M’,’S’],
[modif(num,’2006’,

[modif(prp,’de’) ] )] ) ] ], ...

The system answer is now only Marcus, as seen in the newspaper article.

4.2 When Questions

Another example of query about time is:

“Quando é que Marcus Grönholm venceu o Rali da Grécia?” (in English: “When
did Marcus Grönholm won the Greece Rally?”)

Once again, the interrogative term quando’s referent is matched against the
temporal modifier on the sentence DRS: “este domingo” (in English: this Sun-
day). This information is then related with the news item publication date, the
ontology and the sentence verb time (future, present or past), by the question-
solver logic module. This allows the system to infer the desired date answer for
the question, 2006-06-04. Similar treatment is given to temporal expressions like
today, this month, last year and other. The next sentence list has several cases
for temporal expressions:

- A Feira da Luz é em Setembro. - A Feira da Luz foi no mês passado.
- A Feira da Luz é em Setembro de 1958. - A Feira da Luz é amanh~a.
- A Feira da Luz decorreu no último ano. - A Feira da Luz é a 14 do próximo mês.

Each of these document sentences will produce an answer to the query:

“Quando é a Feira da Luz?” (in English: “When takes place the Feira da Luz?”)
The question-solver logic module infers the offset relative to the document

publication date. Then presentation module gives a formatted date value. As an
example, for the year 2006, if the document date is Monday, October 2 and the



320 J. Saias and P. Quaresma

sentence has “... is on Thursday.” then the answer is next Thursday on that week:
2006-10-05 . If the document date is Sunday, October 8 and the sentence has “...
will be in January.” then the answer is next January: 2007-01 .

4.3 Where Questions

For this kind of interrogations the sentence information near a preposition is
taken into account and it is related with the ontology concepts below “lugar”
(place, such as a city or country). If the term found in the selected sentence
is a possible place, then it can be used as an answer. Lets consider the three
documents in figure 5 and their assertions. Asking where is Feira da Luz, with
a query:
“Onde é a Feira da Luz?”
will give us the expected answers. Figure 6 has the result, one answer value per
document and having equal weights. Those were direct answer cases. The system

Fig. 5. Natural language assertions Fig. 6. QA result: Where case

can also infer the answer for some nontrivial cases. Having the previous three
assertions, we can ask if Feira da Luz is in a certain city:
“A Feira da Luz é em Montemor-o-Novo?”
and the answer is yes, because there is an indication, given by the ontology,
stating that Montemor is an alias to Montemor-o-Novo. In the case where we
ask if the event takes place in Portugal:
“A Feira da Luz é em Portugal?”
the answer is yes. This time it was not so immediate. The question-solver had to
look for a place where Feira da Luz is happening and then check on the ontology
or fact knowledge base if that place is located in Portugal.

5 Related Work

There are other initiatives related to the semantic content search. Ontologies
are used in [3] for the specific domain of International Affairs. It has a natu-
ral language interface also, but works with RDQL5 instead of the Prolog logic
resolution environment we adopted. The semantic archive features provided by
[4] include means to annotate news materials and semantic search and brows-
ing capabilities. This system runs inside the newspaper environment and uses a
5 RDQL is a query language for RDF based on SquishQL. For more detail visit

http://jena.sourceforge.net/tutorial/RDQL/
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newspaper library specialized ontology, while the system we present works alone
and outside the newspaper, allowing the use of many independent news sources,
and our ontology is about common sense knowledge and not about a specific
domain.

6 Conclusions and Future Work

We presented a web fact learning system focused on news texts from media
sites. The system captures natural language texts, in Portuguese language, and
performs information extraction for the question-answer feature. This feature
is supported by the logic inference module, whose accuracy is affected by the
quality of the ontology and the precision of the semantic information taken from
the text sentences.

The ontology should be manually revised and extended. The semantic anal-
ysis can be improved if we add a tool to identify the inter-sentence anaphoric
references. Along with this, some disambiguation tool is needed for better preci-
sion when a sentence concept is being related with an ontology existent term or
when the system is trying to match a sentence with a query structure. Finally,
the automatic question-answer system needs to be fully evaluated.

References

1. Eckhard Bick. The Parsing System ”Palavras”. Automatic Grammatical Analysis of
Portuguese in a Constraint Grammar Framework. Aarhus University Press, 2000.

2. Kamp, H. and Reyle, U. From Discourse to Logic. Kluwer: Dordrecht. 1993
3. J. Contreras, V. Richard Benjamins, M. Blázquez, S. Losada, R. Salla, J. Sevilla,
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Summary. The problem of Authentication and Authorization is studied with an aim
to trust the customer’s transactions and to authorize the payment. Considering the
limitation of the available methods and procedures, an improved trust metrics and
variance based authorization model in e-commerce is proposed. The solutions proposed
assess the deviation of the customers’ transactions to calculate the Standard Deviation
and employs normal distribution to assess the transaction to authorize. The model was
applied on the customers’ transactions and the results were studied that are promising
to employ in e-commerce systems.

1 Introduction

The rapid proliferation of the Internet and the cost effective growth of its key
enabling technologies are revolutionizing online electronic transactions and creat-
ing unpredicted opportunities for developing large scale distributed applications
like e-commerce with multiple technologies[1]. But these transactions are not
with out problems. When an e-commerce transaction is initiated by a customer,
there are no ways by which the financial institution can decide whether this
transaction is originated from a genuine card holder or by a hacker.

1.1 Payment Acceptance and Processing

Payment card transactions in the e-commerce systems go through the following
steps of action once the merchant receives a consumer’s payment card informa-
tion through SSL protected page. The merchant/e-commerce systems must au-
thenticate the payment card to ensure that it is both valid and not stolen. Within
a few days following the consumer’s request for purchase, settlement occurs, this
means that funds travel through the e-commerce system into the merchant’s
account after the purchase has been shipped. As millions of customers partici-
pate in e-commerce, a very large number of transactions take place with varied
quantity and value, and hence quantifying the risk becomes more tedious[2].

Researches in the past have addressed this issue and proposed a few mod-
els for solving these problems. The Authorization based on Evidence and trust
model suggested by Bharat Bhargava and Yuhui Zhong, proposes a framework
to characterize the probability that a user will not carry out harmful actions.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 322–327, 2007.
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However a hacker who steals the credentials of a credit card holder can enter
into the system using the opinion parameters as a genuine user. Thus, this model
doesn’t cover the application level hacking and doesn’t prevent the hacking by
using opinion parameters [3].

The Authenticate if trust violated (ATV) model [4] proposed by Daniel
W.Manchals used the randomization techniques and trust metrics to verify the
transactions. Randomization techniques would fail, if many of the credit cards
are hacked at one instance. Thus this model does not prevent the occurrence of
harm to the system.

The authors of this paper have developed a new approach with improved trust
metrics for recognition and authorization process in e-commerce which provides
solution to the problems unaddressed in the earlier works.

2 Improved Trust Metrics

Trust Metrics are represented by a 2-tuple with two elementary names id and
attributes where id is the identifier of the customer and attributes are the trust
parameters. i.e. (Id, Attrs). Possible attributes for a trusted model is represented
as a1, a2, a3 ... etc. For each attribute three possible linguistic values are assigned
as a[1,2,3....n] = {Min, Max, Mod}.

The following trust parameters are defined as attributes for considerations in
the process of authorization.

Cost: Cost is considered as one of the main trust parameters in the proposed
solution procedure. The amount transacted in each transaction, the mean and
the standard deviation of the transaction over a selected period of time forms
the basis for the authentication procedure suggested.

Location: This parameter is not used to track the intermediaries as defined
in the Daniel Manchal’s work. Instead this parameter represents the transaction
from where it is requested. The possible locations of a customer can either be
collected from the customer during the registration process or by tracking the
transactions over a period time to restrict the bogus transactions. When the
customer makes an online transaction, the IP can be tracked to verify the loca-
tion of the transaction. If the location is too far away from the location of the
immediate last transaction not justifying the time interval of the travel then the
transactions are considered as initiated by a hacker. The distances of each trans-
action from the base station of the customer, its mean, variance and standard
deviation forms the basis for the proposed method.

Frequency of Transactions: Frequency of Transactions is another important
trust metric in the process suggested. The frequency of transactions per day
over a selected period of time, the daily mean and the standard deviation of
the frequency of transactions forms the basis for assessing the risk factor in the
proposed solution procedure.

Password reset history: Normally if customers are prompted to set a new
password after a certain period of time then the customers would reset the
password. When the threat is more, the customer is advised to reset the password
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in a defined interval. Thus the behavioral pattern of the password reset history
when considered as a separate metric would add value to assess the risk factor.
The interval between the dates on which passwords were reset are obtained for
a customer. The mean, variance, standard deviation and average of the time
intervals between password reset forms the basis for the proposed method.

For effective and efficient implementation of the trust metric model, a term
called Risk Factor or Control limit is defined. The Risk factor describes the
degree to which the transaction can be trusted. It also defines the maximum
tolerance limit determined by the standard deviation of the trust parameters.

2.1 Proposed Application Procedure

By making use of the trust parameters defined above, authentication of a par-
ticular transaction can be processed using the method proposed below:

It is assumed that the values of the trust metrics are approximately normally
distributed. The random variable X of a trust metric is defined as a function of
real numbers. The probability of the variable X having a value’a’, is denoted by
P(X=a)
When X assumes any value in an interval a<X<b, the probability is denoted by
P(a<X<b). In a normal distribution, the following equations show how X has
the following distribution pattern.

(a) About 2/3 values lie between μ-SD and μ+SD
(b) About 95% of the values lie between μ-2SD and μ+2SD
(c) About 99% of the values lie between μ-3SD and μ+3SD

Where μ is the mean and SD is the Standard Deviation. This is known as 68-
95-97 rule. Based on this rule, 68% of the transactions will lie within a standard
deviation of 1.0 and hence the transaction can be permitted without verification.
The remaining transactions which deviate from the mean by more than one
standard deviation need to be verified when the transaction deviates beyond
μ+SD for authorization.

Under this assumption a state of a customer at any instance of time is
represented as
a1:v1, a2:v2, .... an:vn where a1, a2, a3... an are the trust metrics and v1, v2,
v3.... are the corresponding values.

As defined earlier, the risk factor is a function of the trust metrics. The value
of the Risk Factor is determined using the formula defined below:

f[a1(NoRisk, Min, Mod, Max)+ a2(NoRisk, Min, Mod, Max)+.... + an
(NoRisk, Min, Mod, Max)]→ [0,1].

Where Min, Mod, Max represents the Minimum, Moderate and Maximum
value of each of n trust metrics. In this case n=4. The Risk Factor ’f’ results in
either 0 or 1. The factor ’f’ will be assigned a value of 0 when all the trust met-
rics are assigned ”No Risk” state. (i.e. when the trust metric value is lesser than
μ+SD). The value one is assigned when any one of the trust metric is assigned a
value Min, Mod or Max. The risk factor value ’0’ means that the transaction is in
the trusted state and hence the transaction will automatically be permitted.
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2.2 Determination of the Parametric Values of the Trust Metrics

Based on the estimated standard deviation the Min, Mod or Max values are
assigned to each trust metrics as discussed below:

Let the current value of a trust metrics be denoted by Xi. The level of risk
of the transaction Xi is assessed by checking how much it varies beyond the
standard deviation SD as defined below:

In the case of a trust metrics a risk factor of Min is assigned to the transaction
if (μ+2SD)>Xi >(μ+SD) and Mod is assigned to the transaction if (μ+3SD)>Xi
>(μ+2SD). Any transaction Xi is assigned a Max risk factor when Xi >(μ+3SD).
We take till 3 SD because the confidence interval for 3SD is 99.7.

3 Implementation Strategy

The authorization level is determined based on the risk factor and depending up
on Min, Mod, Max values assigned to the trust metrics. The transaction will be
further verified and decision on levels of authorization is taken manually when
f=1. When the trust metrics have a combination of values of Min, Mod and Max,
then the transaction is subjected to authorization at different levels of authorities
as proposed in Table 1. The levels are explained in Authorization flow section.

Table 1. Part of payment verification matrix

Combinations of Trust Metric Authorization Level
1 Min Primary Level

3 Min 1 Mod Primary Level
1 Min 3 Mod Intermediate Level
1 Min 3 Max Final Level
3 Mod 1 Min Intermediate Level
1 Mod 3 Min Primary Level
3 Max 1 Mod Final Level

3.1 Operational Access Matrix Construction

Possible authorization matrix for the different trust metrics can be constructed
for authorization as depicted in Table 1. Authorizations with different levels of
authorization are defined under the following three categories.

Primary Level: Primary level of authorization is assigned to a transaction
when the trust metrics have values with a combination of Min and/or Mod, at
least 3 trust metrics having assigned with Min values.

Intermediate Level: Intermediate level of authorization is assigned to a trans-
action when the trust metric of the transaction have values with a combination
of Mod or Max, at least 2 or 3 metrics having assigned with a value Mod. Final
or Terminal Level: Final level of authorization is assigned to a transaction when
3 or more trust metrics have a value of Max.
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Table 2. Part of Operational Access Matrix constructed for implementation

States Cost Frequency of
transaction

Location Password re-
set History

Authorization
level

Mn Md Mx Mn Md Mx Mn Md Mx Mn Md Mx
1

√ √ √ √
P

2
√ √ √ √

I
3

√ √ √ √
F

Table 3. Mean and Standard deviation of a customer

Trust Metrics Mean Standard Deviation
Cost 674.07 819.9

Frequency of Transactions 3.36 2.07
Location 29.16 80

Password Reset History 46.25 20.8

3.2 Implementation of the Proposed Approach

The authors have implemented the proposed approach using the macros pro-
gramming in excel.

Note: Mn indicates Min value, Md indicates Mod value, Mx indicates Max
value, P indicates Primary level, I indicates intermediate level and F indicates
Final level. The mean, standard deviation of the trust metrics Cost, Frequency
of transactions and Location were estimated. The estimated parameters of a
customer are given in table 3.

Consider the following two transactions of the above customer:

The standard deviation was calculated based on all the previous months’ trans-
actions and was revised for every transaction for authorization of payments. Here
we present 2 transactions that required authorization from the sample.

Table 4. Calculated Risk Factors for the transactions that needed authorization for
the customer

Transaction Date of
Transaction

Cost Frequency of Trans-
actions for the day

Location
(Kms)

Password re-
set history

1 14 Jan 2005 3,199.0 2 38 45
2 24 Jul 2005 816.27 4 25 45

Using the authorization level matrix given in Table 1, the risk factors are
derived and the authorization level is determined for the transactions as could
be seen below in Table 5.

The metrics frequency, location, and password reset history for the two trans-
actions are assigned ’No risk’. Since Cost parameter value satisfies the equation
Xi>(μ+3SD) it is assigned ’Max’ value and hence the level of authorization is
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Table 5. Transactions and the derived authorization levels out of payment verification
matrix

Transaction Trust Metrics Authorization
Level

Cost Frequency of
transactions

Location Password re-
set history

1 Max No Risk No Risk No Risk Intermediate
2 No Risk No Risk No Risk Min Primary

set as intermediate. The actual deviation from the mean transaction in this case
is 2525. The intermediate authorizer can verify the authenticity of the user by
obtaining his social security code and also by checking the maximum amount of
his earlier transaction.

Like wise the rest of the matrix is constructed out of the payment verification
matrix as described in Table 1.

4 Conclusion

A new improved trust metrics based on authorization model for e-commerce
developed by the authors takes care of the all possible risks of hacking. In the
pro-posed model mean and standard deviation of the four trust metrics of a
customer is periodically updated including last transaction in a secured internal
environment of e-commerce network, thus the model is not prone to contour
analysis as en-countered by Daniel W. Manchala. In the authors opinion the
proposed authorization model will save the e-commerce transactions from the
hands of hackers. Redefining the location trust metric and including Password
reset history in trust metric over comes the risks encountered by the earlier trust
metrics based authorization techniques.
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Summary. In this paper, the web pages concerning products sale are analyzed with
the aim to create clusters of similar web pages and characterize these by GUI patterns.
We applied GD-CLS (gradient descent - constrained least squares) method which com-
bines some of the best features of other methods. Both traditional methods for searching
clusters and nonnegative matrix factorization are used.

1 Introduction

One of the key tasks in a problem of orientation in large space of weak-structured
data like web is to find out what information it is possible to find on the web
page and which methods can be used. There are many approaches which lead
more or less to the same destination. It is to offer effective orientation in big
amount of weak-structured data. A deeper analysis must be performed to obtain
detail page information [8]. This detail information is something what can be
said about the page. Simple example can be occurrence of particular word (with
its frequency and position). Next example can be fact that the page belongs
to particular domain (for example, selling products). The field for evolving page
analysis methods is very wide. One feature of all the approaches is independency
on form which is the information written in. If we focus on methods based on the
full-text approach then the key problem seems to be the loss of information about
structure. On the other hand there are methods which prefer page structure and
hence they use HTML code elements structure as one of the information source.
Trouble with both approaches is changing web, markup language standards and
evolution of requirements on web page design [5]. In this paper we introduce
our perspective on mentioned problems which comes out from an interesting
connection of two fields - information retrieval methods and semantic web on
one side and on the other side web design practices and web patterns [12, 14].
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This perspective allows us to efficiently combine both mentioned approaches.
The form in which the user can find information on web page is changing (but
some features remains). The content is more or less still the same. This implies
that the most effective approaches must handle on key aspects of the form and
the content which is held in the form. In our perspective we are strictly focused
on the way the user perceive web page. This sensation then motivates web page
designers to create pages conforming user requirements. This never-ending and
invisible interaction between web designers and users is projected to patterns [1].
The evidence of patterns on web pages with the same content but created by dif-
ferent designers is demonstrated by more or less the same look. This fact shows
key feature of our approach and is essential for us. If we realize this fact then we
can find a lot of methods in information retrieval and semantic web fields which
can be used very efficiently for finding ways to fulfill user requirements. On the
other hand this perspective opens new motivation for domain and GUI pattern
experts. They formulate requirements on user interface with a view to web de-
signers. We are binging new motivation to them because patterns can be found
and described with regard to their usage in description of web page semantics.

Web pages concerning products sale can contain individual parts with different
kinds of information (GUI patterns [4, 12, 13, 14]). There are short description
and price of the product, possibility to buy it, detail description (technical data),
review, discussion etc. We can distinguish different types of these web pages ac-
cording to degrees of detection of GUI patterns [5, 6, 7]. The aim of this paper is to
classify such web pages and search typical patterns which are contained in them.

The paper is organized in the following way. In the chapter 2, we will show
how the web pages were described and which data were used as an input for the
further analyses. In the chapter 3, we will describe the analyses by methods of
cluster analysis. We will mention both clustering GUI patterns and clustering
web pages and characterization of obtained clusters by their centroids. Chapter 4
concerns the analysis by nonnegative matrix factorization. The GD–CLS method
was applied for finding clusters of web pages.

2 Web Page Description

We analyzed more then 20 thousands Czech web pages. We searched for 10
GUI patterns [2] which could be contained in them. There were price, sale,
discount, credit, description, opinion, discussion, login, bazaar and questionnaire.
Therefore, we described each web page by a 10–dimensional vector of values
which express degrees of detection of individual GUI patterns contained in it. By
this way we obtained 23 422 vectors S = (v1, . . . , v10) characterizing individual
web pages where 0 ≤ vj ≤ 1. Average values for individual patterns based on all
web pages are the following:

price sale discount credit description opinion discussion login bazaar questionnaire
Average 0.482 0.342 0.235 0.077 0.113 0.135 0.135 0.215 0.081 0.049

For further analyses, the data were transformed so that
∑10

j vj = 1. In this case,
average values for individual patterns based on all web pages are the following:
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price sale discount credit description opinion discussion login bazaar questionnaire
Average 0.254 0.164 0.095 0.027 0.053 0.098 0.113 0.114 0.053 0.030

3 Analysis by Traditional Methods

The base image on web pages structures can be obtained by investigation of asso-
ciations between GUI patterns (i.e. attributes). Because of common occurrence
of higher values is more important than common occurrence of lower (especially
zero) values, the cosine measure is better than correlation coefficient for this
purpose [10]. Cosine measure matrix for the set of patterns is shown in Table 1.
Cosine similarity measure is expresses by the formula

sC(Xk, Xl) =

n∑
i=1

vik · vil

√
n∑

i=1
v2

ik ·
√

n∑
i=1

v2
il

where Xk and Xl are kth and lth patterns, n is the number of web pages and vik

is a value for the ith web page and the kth pattern.
The highest value is 0.416 for the pair price, discount; the second high value

is 0.410 for the pair price, sale.

Table 1. Cosine measure matrix for the set of 10 patterns (obtained by the SPSS
system)

price sale discount credit description opinion discussion login bazaar questionnaire
price 1.000 0.410 0.416 0.184 0.142 0.039 0.037 0.151 0.140 0.040
sale 0.410 1.000 0.316 0.160 0.142 0.031 0.027 0.166 0.048 0.029

discount 0.416 0.316 1.000 0.169 0.100 0.023 0.019 0.115 0.077 0.026
credit 0.184 0.160 0.169 1.000 0.097 0.030 0.013 0.062 0.026 0.019

description 0.142 0.142 0.100 0.097 1.000 0.029 0.026 0.067 0.026 0.016
opinion 0.039 0.031 0.023 0.030 0.029 1.000 0.206 0.125 0.033 0.055

discussion 0.037 0.027 0.019 0.013 0.026 0.206 1.000 0.069 0.011 0.065
login 0.151 0.166 0.115 0.062 0.067 0.125 0.069 1.000 0.041 0.059

bazaar 0.140 0.048 0.077 0.026 0.026 0.033 0.011 0.041 1.000 0.010
questionnaire 0.040 0.029 0.026 0.019 0.016 0.055 0.065 0.059 0.010 1.000

By complete linkage method, the distance between two different clusters is
the greatest distance between two objects in the clusters. On the base of this
similarity matrix, we can analyze the data structure by hierarchical cluster anal-
ysis. We applied different linkage methods and we obtained two main clusters
by complete linkage (dissimilarity was computed as 1 − cosine measure). The
dendrogram is shown on Figure 1.

We compared results mentioned above with the results obtained by means
described in [10]. We applied factor analysis and we used factor loadings for two
components as an input for fuzzy cluster analysis in the S-PLUS system. This
technique was designed for binary data but it can be used also in other cases. We
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Fig. 1. The dendrogram for the set of 10 patterns (obtained by the STATISTICA
system)

Table 2. Membership coefficients for 2 clusters (obtained by the S-PLUS system)

[Cluster 1] [Cluster 2] Closest hard clustering
price 0.736 0.264 1
sale 0.738 0.262 1

discount 0.805 0.195 1
credit 0.748 0.252 1

description 0.603 0.397 1
opinion 0.164 0.836 2

discussion 0.187 0.813 2
login 0.470 0.530 2

bazaar 0.444 0.556 2
questionnaire 0.288 0.712 2

Table 3. The size of clusters for 2 - 5 clusters (obtained by the SPSS system)

2 clusters 3 clusters 4 clusters 5 clusters
Cluster

1 17354 10909 10310 5262
2 6068 6695 4669 4533
3 5818 2733 2806
4 5710 5679
5 5142

Total 23422 23422 23422 23422

used it from two reasons. Firstly, interpretation of factor loadings is disputable
and secondly, it is difficult to apply fuzzy cluster analysis to clustering attributes
(in S-PLUS only objects can be clustered). For two clusters, the patterns were
assignment in the way shown in Table 2.

Graphical output from fuzzy cluster analysis is the silhouette plot. It is shown
in Figure 2 for 2 clusters. Patterns bazaar and login can be assigned both to
cluster 1 and to cluster 2; therefore are displayed by different way.
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Fig. 2. The silhouette plot for the set of 10 patterns (obtained by the S-PLUS system)

Table 4. Clustering by two-step cluster analysis for 2 - 5 clusters (centroids of
clusters)

Price Sale Discount Credit Description Opinion Discussion Login Bazaar Questionnaire
1 / 2 0.333 0.216 0.128 0.036 0.070 0.019 0.018 0.074 0.068 0.039
2 / 2 0.029 0.014 0.001 0.000 0.004 0.324 0.384 0.231 0.009 0.004
1 / 3 0.411 0.281 0.161 0.000 0.028 0.009 0.011 0.089 0.009 0.002
2 / 3 0.200 0.107 0.071 0.093 0.137 0.038 0.034 0.058 0.163 0.100
3 / 3 0.022 0.011 0.001 0.000 0.002 0.333 0.394 0.227 0.008 0.002
1 / 4 0.418 0.283 0.164 0.000 0.023 0.008 0.012 0.089 0.001 0.002
2 / 4 0.241 0.125 0.106 0.133 0.046 0.030 0.010 0.055 0.250 0.005
3 / 4 0.143 0.100 0.015 0.000 0.287 0.058 0.074 0.076 0.008 0.239
4 / 4 0.022 0.011 0.001 0.000 0.001 0.334 0.399 0.227 0.005 0.000
1 / 5 0.313 0.209 0.330 0.000 0.038 0.010 0.012 0.076 0.007 0.005
2 / 5 0.239 0.123 0.103 0.137 0.046 0.031 0.010 0.055 0.251 0.006
3 / 5 0.148 0.107 0.011 0.000 0.287 0.057 0.071 0.081 0.008 0.230
4 / 5 0.021 0.010 0.001 0.000 0.001 0.335 0.400 0.226 0.005 0.000
5 / 5 0.522 0.354 0.000 0.000 0.003 0.006 0.013 0.100 0.002 0.000

However, our main aim was the identification of clusters of web pages and
characterization of these clusters by mean values of attributes. First, we used
two-step cluster analysis (in the SPSS system) with log-likelihood dissimilarity
measure. This method is suitable for large data files. The results correspond from
1 to 5 clusters are shown in Table 3 and 4. In Table 4, the values greater than
0.09 are considered as significant. The procedure in SPSS determined 3 clusters
as an optimal number (both by Schwarz’s Bayesian and Akaike’s information
criterions). From the variants from 1 to 15 clusters, the variant of 10 clusters
(with the sizes from 1322 to 5152 web pages) was determined as an optimal.

4 Analysis by Nonnegative Matrix Factorization

The nonnegative matrix factorization (NMF) method for text mining is a tech-
nique for clustering that identifies semantic features in a document collection and
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groups the documents into clusters on the basis of shared semantic features [3]. A
collection of documents can be represented as a term-by-document matrix. Since
each vector component is given a positive value if the corresponding term is present
in the document and a zero value otherwise, the resulting term-by-document ma-
trix is always nonnegative. This data non-negativity is preserved by the NMF
method as a result of constraints that produce nonnegative lower rank factors that
can be interpreted as semantic features or patterns in the text collection.

4.1 NMF Method

With the standard vector space model a set of documents S can be expressed
as an m × n matrix V , where m is the number of terms and n is the number of
documents in S. Each column Vj of V is an encoding of a document in S and
each entry vij of vector Vj is the value of i-th term with regard to the semantics
of Vj , where i ranges across the terms in the dictionary. The NMF problem is
defined as finding an approximation of V in terms of some metric (e.g., the norm)
by factoring V into the product WH of two reduced-dimensional matrices W
and H [11]. Each column of W is a basis vector. It contains an encoding of a
semantic space or concept from V and each column of H contains an encoding of
the linear combination of the basis vectors that approximates the corresponding
column of V . Dimensions of W and H are m×k and k×n, where k is the reduced
rank. Usually k is chosen to be much smaller than n. Finding the appropriate
value of k depends on the application and is also influenced by the nature of the
collection itself.

Common approaches to NMF obtain an approximation of V by computing a
(W, H) pair to minimize the Frobenius norm of the difference V − WH . The ma-
trices W and H are not unique. Usually H is initialized to zero and W to a ran-
domly generated matrix where each Wij > 0 and these initial values are improved
with iterations of the algorithm.

4.2 GD-CLS Method

GD-CLS is a hybrid method that combines some of the better features of other
methods. The multiplicative method, which is basically a version of the gradient
descent optimization scheme, is used at each iterative step to approximate the
basis vector matrix W. H is calculated using a constrained least squares (con-
strained least squares - CLS) model as the metric.

Algorithm

1. Initialize W and H with nonnegative values, and scale the columns of W to
unit norm.

2. Iterate until convergence or after l iterations:
• Wic = Wic

(V HT )ic

(WHHT )ic+ε , for c and i [ε = 10−9]
• Rescale the columns of W to unit norm
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• Solve the constrained least squares problem where minHj {||Vj−WHj ||22+
λ||Hj ||22 the subscript j denotes the j-th column, for j = 1, . . . , m. Any
negative values in Hj are set to zero. The parameter k is a regularization
value that is used to balance the reduction of the metric ||Vj − WHj ||22
with the enforcement of smoothness and sparsity in H .

For any given matrix V , matrix W has k columns or basis vectors that rep-
resent k clusters, matrix H has n columns that represent n documents. A col-
umn vector in H has k components, each of which denotes the contribution
of the corresponding basis vector to that column or document. The clustering
of documents is then performed based on the index of the highest value of k
for each document. For document i (i = 1, . . . , n), if the maximum value is
the j-th entry (j = 1, . . . , k), document i is assigned to cluster j. We used the
GD-CLS method for searching k = 2, 3, 4, 5 clusters. Results are in Table 5.
We can see that in the table are very readable results. For example in the first
row is a vector which represents sale - Price, Sale, Discount, Credit, Description,
and Login. In the second row is a vector which describes information cluster -
Opinion, Discussion, Login, and Questionnaire. Limit for a successful pattern we
set up to 0.05. The method was unstable for 6 and more clusters. In the table
there are clusters-vectors with only one higher value (for example row 5). These
clusters do not have a good information value because we expect at least two
patterns on each page.

Table 5. Clustering by NMF

Price Sale Discount Credit Description Opinion Discussion Login Bazaar Questionnaire
1 / 2 0 0.01 0 0.01 0.03 0.29 0.27 0.337 0 0.06
2 / 2 0.33 0.25 0.19 0.06 0.07 0 0 0.05 0.03 0.01
1 / 3 0.35 0.26 0.21 0.07 0.07 0 0 0 0.04 0.01
2 / 3 0.02 0 0 0.01 0.01 0.41 0.46 0 0.02 0.06
3 / 3 0 0.08 0 0 0.08 0.04 0 0.76 0 0.04
1 / 4 0.42 0 0.41 0.04 0 0 0 0 0.13 0.01
2 / 4 0.01 0 0 0.02 0.02 0.42 0.47 0 0.01 0.06
3 / 4 0 0 0.01 0 0.05 0.04 0 0.85 0 0.05
4 / 4 0.26 0.49 0 0.09 0.15 0.01 0 0 0 0
1 / 5 0 0 0 0.02 0.02 0.42 0.47 0 0 0.06
2/ 5 0.25 0.50 0 0.09 0.16 0 0 0 0 0
3 / 5 0.31 0.01 0.57 0.06 0 0 0 0 0.04 0.01
4 / 5 0.62 0 0 0 0 0 0 0 0.36 0.02
5 / 5 0.01 0 0 0 0.04 0.04 0 0.85 0 0.05

5 Conclusion

From cluster analysis of GUI patterns, we found the most similar (from the point
of view of degree of detection) price, discount and sale, and further opinion and
discussion. These patterns appear important together in the characterizations
of web page clusters obtained both by two-step cluster analysis and NMF. The
NMF method reflects better the fact that the similarity of price and discount is
a litter higher than the similarity of price and sale. By two-step cluster analysis,
we did not obtain any combination of price and discount without sale. By NMF,
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we found such a combination in the cases of 4 and 5 clusters. Further, by NMF
we found a combination opinion, discussion, login and questionnaire as impor-
tant (for 2 clusters). Contained patterns correspond with members of the second
cluster obtained by hierarchical cluster analysis of attributes. On the other hand,
we found all clusters obtained by two-step cluster analysis with average member-
ship degree with the value 0.1 and higher for 3 and more patterns. Experimental
results on Web pages suggest the effectiveness of our approach. In future, we
will also provide a unified view on binary clustering [10, 9] by establishing the
connections among various clustering approaches.
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Annotation of Web Pages Using Web Patterns SITIS, IEEE/ACM Springer Verlag,
Tunisia, 2006, in print
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Summary. In this paper, we present a method based on Expert Profiles (EP) for
recommend system in ontological knowledge community in order to improve the effi-
ciency of obtaining accurate knowledge in current Web. At first we improve Computable
Context-Awareness Approach (CCAA) to fit a recommend system. Secondly, we de-
sign an indexing method to store links between keywords, which a domain expert often
uses, and URLs in Search Profile (SP). Through computing semantic similarity between
keywords, which a regular user inputs, and ones stored in SP, Search Engine (SE) can
recommend pages, which are experts’ searching history. Finally, we give an instance
running on Nutch Search Engine.

Keywords: Recommend System, Expert Profile, CCAA, Context-Awareness, CAEP.

1 Introduction

In current web, there are a lot of pages, which can be understood by human,
but “Most of these sites do not yet make their data available in a machine
understandable form” [1]. When one types keywords in search engine, it often
returns millions of links he or she can choose. So he or she must spend much
time clicking links and browsing many pages to find some pages he or she wanted.
But there is an obviously different situation for domain experts searching in the
same search engine. They can quickly find pages they wanted with their domain
knowledge. So if a regular user has similar searching goal with one expert’s,
we can let search engine recommend some links based on this domain expert’s
searching history.

In order to recommend pages preferably, the critical issue is enabling users
and search engine to understand the precision semantic meaning of the words or
phrases chosen by users as well as to locate the user’s requirements exactly. In fact,
gaining the meaning of the word in essence is not easy, because it needs not only
to analyze the syntax and morphology but also to grasp the semantic content.
� Sponsored by the Natural Science Foundation of China (No. 60472093), Scientific

Research Foundation for the Returned Overseas Scholars in Shanxi Province (No.
2006-30) and Natural Science Foundation of Shanxi Province (No. 20041043).
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In this paper, we improve the Computable Context-Awareness Approach
(CCAA) [2] to fit a recommend system and design an indexing method to store
links between keywords, which a domain expert often uses, and URLs in Search
Profile (SP). Through computing semantic similarity between keywords, which
a regular user inputs, and ones stored in SP, Search Engine (SE) can recommend
pages, which are expert’s searching history.

For implementing and verifying this method, we design a demo (the url
is http://www.whitesun.cn:8080/rindex.htm) to search our campus resources
based on Nutch [3] During we put forward the method and design the system
(named Whitesun Semantic Search Engine), we have referenced some application
of semantic web technologies to improve search engines and knowledge manage-
ment systems [4].

2 Design Philosophy

2.1 Context and Context-Awareness

As defined in paper[5],“Context is any information that can be used to character-
ize the situation of an entity. An entity is a person, place, or object that is con-
sidered relevant to the interaction between a user and an application,including
the user and applications themselves”.

Context-Awareness is used to design new user interfaces, and is often a part
of ubiquitous and wearable computing. It is also beginning to be felt in the
Internet with the advent of hybrid search engines. Ted Selker of MIT and Dey
of Carnegie-Mellon are leading experts in this bleeding edge field[6].

2.2 CCAA and Expert

In Computable Context-Awareness Approach (CCAA) model[2], user profile in-
cludes Basic Profile (BP), represents as a set BP {b1, b2, b3, ..., bn}, and Character
Profile (CP), represents as CP {p1, p2, p3, ..., pm}.The model combines BP and
CP with the user’s inputs which are his or her best interesting domain knowl-
edge, represents as IKD {d1, d2, d3, ..., dh} to compute the Role List of Commu-
nity(RLC).We also can use CCAA to help a regular user to find similar domain
experts.

In current web, Search Engine (SE) provides the same chance for everyone.
But we all know that someone can find information they want due to they have
searching skills and specific knowledge while someone can not. We define the
former as Expert. If SE had stored the Experts’ searching history in their profiles
according to semantic relationship between keywords and URLs, a regular user
could use them and the experts’ searching history when the user’s searching
actions and experience could match the experts’ profile by some methods.

In order to implement this good idea, we improve CCAA and give an extended
Context-Awareness model based on Expert Profile, named CAEP. In a recom-
mend system, we depend on CAEP model aiding regular users to gain knowledge
in the corresponding ontology communities.
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3 Context-Awareness Model Based on Expert Profile

3.1 Hypothesis of Context-Awareness Model

The extended context-awareness model is based on a hypothesis of searching
information between regular users and experts: experts could find information
they want due to they have searching skills and specific knowledge while regular
users can not. When a regular user inputs his or her keywords, firstly SE analyzes
his or her action and experience combined with expert profile DB (EPDB), sec-
ondly, SE finds all experts who have similitude keywords and experience through
the model. Thirdly, SE recommends pages from EPDB and WebDB. Fig.1 is
the process of query information without context-awareness; Fig.2 is that with
context-awareness.

Fig. 1. Process of query information
without context-awereness

Fig. 2. Process of query information with
CAEP

3.2 Context-Awareness Model

This model includes two parts: (1) Computing which domain a regular user
should choose in order to find domain experts exactly, named improved CCAA;
(2) Computing which experts’ keywords is similar to a regular user’s inputs,
named CAEP.

According to CCAA model [2], while a regular user logs in, he or she can
input or select the most interest knowledge domain (IKD), then the Role List
of Community (RLC) can be formed though the process of context-awareness
on the regular users’ profiles and the IKD inputting newly. Then, he or she can
choose one community, which usually is the first one in the RLC list to log in
[2]. So domain experts can be fixed who had searched in one community, which
he or she is interesting.

In order to compute semantic similarity between keywords of a regular user
and one of domain experts’, we have enhanced users’ profile.We give some defi-
nitions about CAEP as follow:

Definition 1. Expert Profile (EP): includes Basic Profile (BP), represents as
a set BP{b1, b2, ..., bn}, Character Profile (CP), represents as CP{p1, p2, ..., pm},
and Searching Profile(SP), represents as SP {s1, s2, ..., st}. BP and CP are same
to user profile, but SP is a special profile which can store and index experts’
searching history in one domain. We design a new data structure to represent
SP shown as Fig.3.
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Fig. 3. An element of SP’s Data Structure

Definition 2. Searching Frequency (SF): depending on the situation of
choosing searching history of an expert, system can designate a value for ev-
ery SID, called Searching Frequency (SF), and provide the value, which is 0 in
default. Administrators of SE or experts can also specify a proper value accord-
ing to semantic relationship between experts’ keywords and URLs. So we can
represent sr ∈ SP as a 2-Tuple(SID, SF).

Based on definitions above, we give two algorithms to compute RLC and aid
a regular user to get recommend pages from experts according to SP.

Algorithm 1: the target of CCAA is to choose domain experts and narrow down
the searching scopes of a regular user greatly and the whole executing course of
CCAA includes 3 steps. There is more information in Paper [2] in detail. So we
need only find domain experts in which community a regular user chooses.

Algorithm 2: When a regular user inputs keywords in order to get his or
her wanted knowledge, SE can recommend pages, which domain experts often
browse. The target of this algorithm is to compute semantic similarity between
a regular user’s keywords and one domain expert’s. The steps are as follows:

1. Making keywords’ set:
We take UKW (u1, ..., ui, ..., un)(i = 1, ..., n) to represent keywords set which

a regular user inputs. When there are no more than N(N ≤ 5) experts in one
community, we must search SID with maximal semantic similarity for keywords
as step 2.

2. Computing Semantic Similarity for Keywords (abbr. SSK):
(1) Choose one SID to Compute SSK:
We take EKW (e1,...,ej,...,em)(j = 1, ..., m) to represent a SID of one domain

expert’s keywords set, choose the SID with maximal SF and compute some
expression as follows:

a. n1 = max(n, m), n2 = min(n, m);
b. f(ut, et), t = 1, ..., n2;
c. s = sum(f(ut, et))/n1.
Function f(ut, et) is a fuzzy function and the domain of value is [0, 1]. For

simple computing, f(ut, et) = 1 when ut = et,otherwise, f(ut, et) = 0;Function
sum(f(ut, et)) is used to compute sum of all f(ut, et), t = 1, ..., n2; the value of s
is SSK of choose SID and if s < Srecommended(threshold for recommended pages
and usually 0.6), we must choose another SID as follow step.
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(2) Choose SID which s ≥ Srecommended:
We search one SID in choose expert’s SP in order and compute SSK as above

step until there is one SID with s ≥ Srecommended.
(3) When system couldn’t find one SID with s ≥ Srecommended, we must

choose next domain expert and compute SSK with above step.
(4) In order to get satisfied SID, we can compute maximal SSK or s using

all domain experts’ SP and store links between SSK and keywords which users
often use with Hash Function in SP.

3. Recommend Pages:
Finding the SID with maximal SSK, SE recommends URLs at Browser in

right and shows other pages (at Browser in left) as usually.

4 A Recommend System Based on Expert Profile

We design a recommend system(http://www.whitesun.cn:8080/rindex.htm) to
search our campus resources based on Nutch [3] Search Engine with above
method. In the system, we use OWL to represent communities and take Jena as
an inference tools to manage them.

For simplifying situation we choose community amount of our system to 14.
These communities can be organized with hierarchical tree and made by Protege.
In order to example easily, we represent communities a set :(Education, Music,
Movie, Computer, Software, Database, Oracle, SQL2000, OS, DOS, Windows,
Unix, Internet, Management).

For example, Mr. Li is an expert at OS (He is an OS teacher in fact.), and he
often searches pages about OS in this system. So we take him as a domain expert
at OS, and system allocates him an expert account and stores his searching
history in his profile as above CAEP model.

Mr. White has completed his registration as a regular user successfully, and
his profile has been produced. When he logs in the system and inputs “OS” and
“Windows” as his interesting knowledge domain, the system will analyze and
produce a RCL automatically depended on BP, CP and IKD sets as follows:

Windows, Education, Music, Movie, Computer, Software, Database, Oracle,
SQL2000, OS, DOS, Unix, Internet, Management

Now, White can choose “Windows” community role to log in the system, and
system chooses domain experts (for example, Mr. Li) for recommending pages,
who are in community Windows or father community (such as OS), which is
an inference of communities represented in OWL by Jena. Therefore, White can
query pages about “Windows” under the backgrounds “Computer” and “OS”.

Let’s suppose that the user “White”wants to search some pages about “Apple
Brand Computer”. So he can take “Apple” as a keyword to submit, and the
system can return some links at left and some recommend pages at right in
browser.

The process which White logs in and queries is shown as http://www.white
sun.cn:8080/rindex.htm.
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5 Conclusion

In this paper, the improved CCAA and CAEP are the core method for a recom-
mend system. So firstly we improve CCAA to fit a recommend system and get
domain experts. Secondly, we design CAEP model to store links between key-
words, which a domain expert often browses, and URLs in Search Profile (SP);
and through computing SSK between a regular user and domain experts, Search
Engine (SE) recommends pages, which are expert’s searching history. Finally we
have a demo running on Nutch Search Engine to search our campus resources.

However, we need find good method to find domain experts and speed up
computing SSK in order to recommend better pages for a regular user. So there
are a lot of works and this is our future works.

References

1. R.Guha, R. McCool, etc,Semantic search. In WWW2003, Proc.of the 12th interna-
tional conference on World Wide Web, ACM Press, 2003, pp 700-709.

2. Xueli Yu, Jingyu Sun,etc, Studying on the Model of Context-Awareness and
Content-Awareness In Ontological Knowledge Community, Lecture Notes in Com-
puter Science, Volume 3528 / 2005,p.468-p.474 ,2005.

3. Nutch (version 0.8.1), http://lucene.apache.org/nutch/index.html, 2006.9.12.
4. Li Ding,etc. Swoogle: A search and metadata engine for the semantic web. In Pro-

ceedings of the Thirteenth ACM Conference on Information and Knowledge Man-
agement. ACM Press, 2004.

5. Anind K.Dey, Gregory D.,Abowd,Towards a Better Understanding of Context and
Context-Awareness, Presented at the CHI 2000 Workshop on the What, Who,
Where, When, Why and How of Context-Awareness, April 1-6, 2000.

6. http://www.answers.com/topic/context-awareness, 2006.12



Web Co-citation: Discovering Relatedness
Between Scientific Papers

Thanh-Trung Van and Michel Beigbeder

Centre G2I/Département RIM
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Summary. In this paper we review two well-known citation methods to find relat-
edness between scientific papers: co-citation and bibliographic coupling. We propose a
practical method to estimate the co-citation relatedness using the Google search en-
gine. We call this method Web co-citation. We conducted experiments on a collection
of scientific papers to compare the performances of different methods. The experimen-
tal results show that our approach, despite its simplicity, is efficient in discovering the
relatedness between scientific papers.

1 Introduction

For a long time, citation-based methods have been used to find relatedness be-
tween scientific papers beside content-based methods. In 1963 Kessler [1] proposed
the bibliographic coupling method. In this method, the similarity between two pa-
pers is based on the number of their co-references. He supposed that if two pa-
pers have common references in their bibliographies, they may focus (entirely or
partially) on the same topic. In 1973 Marshakova [2] and Small [3] independently
proposed another method called“co-citation”. In this method, the relatedness be-
tween two papers is based on their co-citation frequency. The co-citation frequency
is the frequency that two papers are co-cited. Two papers are said to be co-cited
if they appear together in the bibliography section of a third paper.

The two methods bibliographic coupling and co-citation have been used widely
since about 40 years for different purposes. The digital library CiteSeer1 uses
these methods to find related papers. In [4] the co-citation method is used to
create a patent classification system for conducting patent analysis and man-
agement. Recently, these methods are used in hyperlinked environments to find
the relatedness between Web pages [5, 6] because of the similarity between the
notion of “citations between scientific papers” and “links between Web pages”.
However, both of these methods have their limits. In the bibliographic coupling
method, the relatedness between two papers is fixed since their publication date
because they are based on the number of their co-references which is unchanged.
1 http://citeseer.ist.psu.edu/
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In the co-citation methods, with the time two related papers may receive more
and more citations and their co-citation frequency can increase. However if we
want to know this citation information, we have to extract from the citation
graph of the actual library or read from a citation database2 which are usually
limited; i.e. we can only know citing papers of a given paper if these citing pa-
pers exist within the same digital library or citation database. That is why in
this paper we propose an approach to compute co-citation relatedness between
scientific papers which can overcome this limit.

The rest of this paper is organized as follows. In Sec. 2 we describe two ap-
proaches to compute co-citation relatedness between scientific papers: traditional
approach using the Web of Science citation database and our new approach using
the Google search engine. Sec. 3 presents our experiments: simulation of person-
alized searching using different citation methods. The paper concludes in Sec. 4.

2 Methodology

2.1 Using Web of Science as Citation Database

Actually, there are many citation databases like Web of Science3, Scopus4 and
digital libraries like CiteSeer, ACM Digital Library which provide citation in-
formation about scientific papers. After regarding in detail these sources, we
decided to choose Web of Science (WoS) as a citation database in our experi-
ments. The Web of Science of Thomson ISI is an important citation database
which is used widely for citation studies [7]. Besides, it also provides an API
which facilitates the access to its database without using an Web browser. An-
other important reason for using WoS is that it contains most of journals used
in our experiments (see Sec. 3.)

In WoS, an article is represented by a primary key called UT. Its API supports
many operations on its database. Thanks to the search service of ISI, if we know
some information about a paper (like title, year of publication, journal etc.)
we can use these information to find the UT primary key of this paper in WoS
database by calling the searchRetrieve function. Then using this UT primary key
we can find all papers that cite this paper with the citingArticles function. From
these information we can know the number of times that a paper is cited or the
frequency that two papers are co-cited in WoS database. More documentation
about ISI search service could be found in its support site5.

2.2 Web Co-citation Method

With the explosion of the World Wide Web, Web search engines have to be
more and more complete in order to satisfy information needs of users and their
2 A citation database is a system that can provide bibliographic/citation information

of papers.
3 http://portal.isiknowledge.com
4 http://www.scopus.com/scopus/home.url
5 http://scientific.thomson.com/support/faq/webservices/



Web Co-citation: Discovering Relatedness Between Scientific Papers 345

databases become bigger with the time. With their huge databases, Web search
engines could be a good source for many data mining tasks.

Recently, a new method for citation analysis called Web citation analysis
begins attracting the research community. Web citation analysis finds citations
to a scientific paper on the Web by sending the query containing the title of
this paper (as phrase search using quotation marks) to a Web search engine and
analyze returned pages [8]. Because a Web search engine can index many kinds
of documents in many different formats, the notion of “citation” used here is a
“relaxation” in comparison with traditional definition

In our Web co-citation method, we compute the co-citation similarity of two
scientific papers by the frequency that they are “co-cited” on the Web; i.e. the
frequency that they are mentioned by a Web page. The notion of “co-citation”
used here is also a “relaxation” in comparison with the traditional definition. If
the Web document that mentions two scientific papers is another scientific paper
then these two papers are normally co-cited. However, if this is a table of content
of a conference proceeding, we could also say that these two papers are co-cited
and have a relation because a conference normally has a common general theme.
If these two papers appear in the same conference, they may have the same
general theme. Similarly, if two papers are in the reading list for a course, they
may focus on the same topic of this course. In summary, if two papers appear
in the same Web document, we can assume that they have a (strong or weak)
relation. The search engine used in our experiment is the Google search engine.
To find the number of times that two papers are “co-cited”, we send the titles of
these two papers (as phrase search and in the same query) to Google and note
the number of hits returned. In our experiments, we use a script to automatically
query Google instead of manually using a Web browser.

3 Experiments

As stated above, in this work we conduct experiments for evaluating performance
of two methods: bibliographic coupling and co-citation with Web of Science and
Google. The experiments described here are simulations of personalized search-
ing in a digital library using user profiles. Users of information retrieval systems
generally use short queries to describe their information need. Because of the
polysemy and synonym problems of natural language, these short queries be-
come ambiguous and lead to wrong answers. However if the system knows about
user, it can use these information to improve searching performance. The infor-
mation about each user is called user profile. Generally, a user profile is a set of
information that represent interests and preferences of a user.

3.1 Test Collection and Evaluation Procedure

The test collection that we use in our experiments is the collection used in INEX
2005 (version 1.96). In the first step we remove all elements that are not scien-
tific papers. After this process, the collection contains 14237 documents. Then
6 http://inex.is.informatik.uni-duisburg.de/2005/
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we extract all necessary information for our experiments from these documents
(title, journal, publication year, bibliography etc.). There are also many topics
with relevance assessments distributed with the collection. Each topic represents
an information need and the relevance assessments were done by INEX partici-
pants. In our experiments we use only CO topics which do not contain structure
of documents to create user queries. INEX uses a two-dimensional, multi-valued
scale for relevance assessments of each topic. However in our experiments we use
precision/recall metrics with binary scale relevant/non-relevant). Therefore we
did a transformation on the relevance assessments of INEX: if a document has at
least one element which is judged relevant (entirely or partially), this document
will be considered as relevant; otherwise it will be considered as non-relevant.
There are 29 original CO topics but only 20 topics that have more than 30
relevant documents will be used for experiments.

As mentioned above, our experiments are simulations of personalized search-
ing using user profiles. In this case, 20 topics represent different information
needs of 20 different people. For each topic, we choose some relevant papers as
“pseudo user profile” of this person (5 in average in our experiments). (Please
note that our goal is not to learn user profiles but to evaluate citation-based
methods). The selected papers are chosen among the highly relevant papers to
the correspondence topic and those that receive many citations from other doc-
uments. The papers which are included in these profiles are removed from the
collection to avoid effect on the experimental results.

After the preparation step, we use the zettair7 search engine to index the
INEX collection (the default model is Dirichlet-smoothed), then we send 20
queries (which are formed from above topics) to zettair; with each query we
take the first 300 documents for re-ranking using“user profiles”of correspondence
topic. The similarity between a document d and a user profile p is computed as:

similarity(p, d) =
∑

d′∈p

similarity(d′, d) (1)

In Eq. 1, similarity(d′, d) is the similarity (bibliographic coupling and co-
citation) between a document d′ in profile p and document d. The co-citation
similarity between two papers is defined as:

cocitation similarity(d′, d) = ln(
cocitation(d ′, d)2

citation(d′) · citation(d)
) (2)

In Eq. 2, cocitation(d′, d′) is the number of times that these two papers are
co-cited, citation(d′) and citation(d) are respectively the citation frequency that
papers d′ and d received. The bibliographic coupling similarity is computed by
a similar formula. The final score of a document is obtained by combining its
original score computed by zettair and the similarity document-profile. In our
experiments we tried two combining functions: a linear function and a product

7 http://www.seg.rmit.edu.au/zettair
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Fig. 1. Experimental results: re-ranking search results of zettair with different citation-
based methods

Table 1. Precision at 5, 10, 20, 30 documents

Original Bibliographic Co-citation Co-citation
Result coupling using WoS using Google

At 5 docs 0.6600 0.7300 0.6300 0.7100
At 10 docs 0.6150 0.6050 0.5900 0.6800
At 20 docs 0.5375 0.5600 0.5150 0.6025
At 30 docs 0.4867 0.4883 0.4567 0.5600

function. However, in our experiments the product combination seems to be
better than linear combination, thus it is used in final results which are presented
in the next part.

3.2 Results and Discussion

The experimental results are presented in Fig. 1 (precision/recall) and Tab. 1 (pre-
cision at 5, 10, 20, 30 documents). The trec eval8 program is used for evaluation.

From the experimental results, we can see that the co-citation method using
the WoS database does not bring any improvement, it even causes a slight per-
formance decrease. The bibliographic coupling method performs better but not
very clearly. The co-citation method using Google is the best, it brings 15.06%
improvement for the precision at top 30 documents.

Now we will analyze the experimental data to explain these results. To com-
pute the similarity between documents and “profiles” for re-ranking, we have to
8 http://trec.nist.gov/trec eval/
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compute the co-citation (or co-reference) frequency of 25497 pairs of documents
(each pair consists of a document to be re-ranked and a document in a “user pro-
file”). In the co-citation methods using Web of Science database, only 213 pairs
are co-cited with the average co-citation frequency of each pair is 1.94. This small
number of co-cited pairs is the reason why it could not bring any improvement
and even becomes a noisy source which causes bad effect on the final result. In
the bibliographic coupling method, there are 1126 pairs of documents which have
co-references with the average number of co-references of each pair is 1.69. This
is a little better than the first case and it is able to make some improvement. In
the co-citation method using Google, there are 4845 pairs of documents which are
“co-cited”with the average co-citation frequency of each pair is 4.84. This is much
better than the first two cases. That is why it gains the best performance.

4 Conclusions and Future Work

In this paper we consider two famous citation-based methods: bibliographic cou-
pling and co-citation. We propose new approach to compute co-citation relat-
edness between scientific papers using the Google search engine. Experimental
results show that such approach could be more efficient than the traditional ap-
proach. We believe that this new approach could be successfully applied to other
applications like classification, clustering of scientific papers, finding related pa-
pers etc. Another approach we are considering is to combine multiple different
citation databases that could lead to better performance of co-citation method.
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Summary. So far only rule-based knowledge has been taken into account in multi-
agent systems based on argumentation. Recent progress of the Semantic Web technol-
ogy provides expressive ontology languages. In this paper, we present an integrated
system of Semantic Web reasoning and argument-based reasoning, where the Logic of
Multiple-valued Argumentation-based agent system (specialized to two values {f, t})
can inquire of the description logic reasoning system for ontologies that are lacking
in agent’s knowledge bases. Our approach contributes to advanced argumentative rea-
soning system with capabilities such as semantic web-based reasoning, which is shown
by illustrating an interesting example of argumentation handling both rules and and
ontologies.

1 Introduction

Argumentation is a powerful tool in our daily life as well as in the agent’s world.
A Logic of Multiple-valued Argumentation (LMA, for short) built on rule-based
knowledge bases expressed by extended annotated logic programs (EALPs) was
recently proposed to formalize multiple-valued argument models to express dif-
ferent kinds of uncertainty such as vagueness and paraconsistency in agent’s
argumentation [8]. Though it allows to specify various types of truth values de-
pending on application domains, it cannot handle ontological knowledge.

In our daily life, however, there are a lot of human argumentation where
both ontological and rule knowledges are used. For example, in e-commerce, a
seller and a buyer usually need to use ontologies about products along with their
respective strategic rules for buying and selling in their argumentation.

In this study, in order to meet such requirements, we challenge a novel attempt
to integrate monotonic Semantic Web reasoning and non-monotonic argument-
based reasoning, taking into account of recent progress of the Semantic Web
technologies providing expressive ontology languages such as OWL DL. In our
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hybrid approach, Semantic Web reasoning is established as the description logic
reasoning system which makes use of answer set programming [1, 4, 5], whereas
the Logic of Multiple-valued Argumentation-based agent system (specialized to
two values {f, t}) can inquire of the description logic reasoning system for on-
tologies that are lacking in agent’s knowledge bases.

In this paper, after introducing the overview of our WebArg system, we briefly
address theoretical aspects w.r.t. integration of Semantic Web reasoning and
LMA-based agent argumentation. Section 3 concludes with our future works.

2 Integration of Semantic Web Reasoning and
Argument-Based Reasoning

We assume that a huge amount of ontologies expressed by OWL DL on the
Semantic Web are given to every agent as the common knowledge, whereas each
agent has its own rule-based knowledge expressed by EALP, and communicates
with each other in LMA-based multi-agent argumentation with being allowed to
consult the description logic reasoning system for ontologies if required. Figure 1
shows our WebArg system architecture, which consists of two components as
follows:

1. Semantic Web reasoning system including ontology translation from OWL
DL to DL SHOIN (D) (or vice versa) as well as the DL reasoning system
that is, the theorem prover for description logics.

2. LMA-based multi-agent argumentation system which has the communication
interface with the DL reasoning system.

2.1 Semantic Web Reasoning System

Based on the semantic equivalence between OWL DL and the DL SHOIN (D)
[7], OWL DL ontologies on the semantic web are translated into DL SHOIN (D)

OWL-DL
OWL-Lite

Server Client

Argument KB
EALP

inquire

LMA-based agent system

answer

XSLT

DL-reasoning system

Ontologies

Semantic Web
Ontologies Ontologies(DL)

SHOIN(D)
SHIF(D)

DLtoLP

ASP solver

translator CLP

Mediator Engine

Fig. 1. WebArg system architecture
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ontologies by means of XSLT [9] whose translation rules are described as tem-
plate rules in the style sheet. The inverse translation of ontologies from the DL
SHOIN (D) to OWL DL is also available in our WebArg system.

(1) Syntax of SHOIN (D)

We first describe the syntax of SHOIN (D)[7].

Definition 1. (Concepts and Roles)
We assume a set D of elementary datatypes. Let A, RA, RD,and I be nonempty
finite sets of atomic concepts, abstract roles, datatype roles, and individuals, re-
spectively. Let R−

A be the set of all inverses R− of abstract roles R ∈ RA. A role
is an element of RA ∪ R−

A ∪ RD. Concepts are inductively defined as follows:

A | ¬ C | C � C′ | C � C′ | {o1, . . .} | ∀R.C | ∃R.C |≥ nR |≤ nR |
∀U.D | ∃U.D |≥ nU |≤ nU

where C, C′ are concepts, and A ∈ A, D ∈ D, R ∈ RA ∪ R−
A, U ∈ RD, o ∈ I.

Note: In our system, a datatype role U ∈ RD is not supported.

We define a DL knowledge base expressing ontological knowledge as follows.

Definition 2. (A DL knowledge base)
An axiom is an expression of one of the following forms: (1)C 
 D (concept inclu-
sion), (2)R 
 S (role inclusion), (3)Trans(R), where R ∈ RA (role transitivity).
(4)C(a), where C is a concept and a ∈ I (concept membership), (5)R(a, b), where
R ∈ RA and a, b ∈ I (role membership), (6)a = b (resp., a �= b), where a, b ∈ I.
Tbox (resp., Abox) is a finite set of axioms whose form is (1) ∼ (3) (resp. (4) ∼
(6)). A DL knowledge base is defined by Tbox ∪ Abox.

Example 1. The curriculum ontologies of the university are expressed as the DL
knowledge base K1 in Figure 2, where C ≡ D denotes both C 
 D and D 
 C.

<TBox>
uni curriculum ≡ course
course ≡ faculty e � faculty s � faculty h
cs dept � faculty e
ee dept � faculty e
math dept � faculty s
philo dept � faculty h
we logic ≡ western logic � eastern logic
we logic � logic
mp logic ≡ math logic � philo logic
mp logic � logic
easy get credit ≡ ∃reg.(¬pass)
hard get credit ≡ ∀reg.pass

<ABox>
hard get credit(philosophy)
reg(ai, st 0)
cs dept(l1)
math dept(l2)
phili dept(l3)
cs dept(ai)
cs dept(c programming)
cs dept(prolog programming)
cs dept(technical english)
math logic(l2)
philo logic(l1)
¬pass(st 0)

Fig. 2. The curriculum ontologies: K1
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(2) Semantics of SHOIN (D)

Let K be a DL SHOIN (D) knowledge base. We say K is satisfiable (resp.,
unsatisfiable) iff K has a (resp., no) model [7]. An axiom F is a logical consequence
of the DL knowledge base K, denoted K |= F , iff every model of K satisfies F .

(3) DL Reasoning System

To reason with a DL knowledge base K, we adopted Heymans et al’s method
[5]. They proposed (extended) conceptual logic programs (CLPs) which not
only enable to simulate monotonic reasoning in the description logic ALCHOQ
(�, �) with DL-safe rules but also allow nonmonotonic reasoning in locally
closed subareas of the Semantic Web. The DL ALCHOQ(�, �) differs from
the DL SHOIN (D) that adds transitive roles, inverse roles, and data types
to ALCHOQ(�, �), while removing support for role constructors and qualified
number restrictions from it, and allowing only unqualified number restrictions.
Reasoning with the CLP transformed from a DL knowledge base, is reduced
to finite, normal Answer Set Programming (ASP)[4, 1] thanks to its restricted
syntax as well as the newly introduced anonymous constants, which are based
on their theorem as follows.

Theorem 1. [5] For an ALCHOQ(�, �) knowledge base Σ, a DL-safe program
P , and a ground atom α, we have

(Σ, P ) |= α iff Φ1(Σ, P ) ∪ Φ2(Σ, P ) |= α, (1)

Roughly speaking, Σ is a set of terminological axioms (i.e. Tbox) in terms of
ALCHOQ (�, �), and P is a set of DL-safe rules including axioms in Abox. Then,
by interpreting Σ as a first order theory π(Σ), (Σ, P ) |= α means that that α
is a logical consequence of π(Σ) ∪ P , whereas Φ1(Σ, P ) ∪ Φ2(Σ, P ) in the right
part of (1) denotes the CLP transformed from given Σ and P based on Heymans
et al.’s method. In our system, since a DL knowledge base K is expressed by DL
SHOIN (D), not only ≥ nR and ≤ nR are evaluated as ≥ nR.� and ≤ nR.�
allowed in ALCHOQ(�, �) respectively, but also ASP rules expressing transitive
roles, inverse roles are added to such a transformed CLP. Using the ASP solver
DLV [1], our WebArg system evaluates the right part inference of the formula
(1) by deciding if the following ASP program:

Φ1(Σ, P ) ∪ Φ2(Σ, P ) ∪ {cte(xi) ← | 1 ≤ i ≤ k} ∪ {not α ←}

is inconsistent, where cte is a newly introduced predicate symbol to introduce k
anonymous constants, xi (1 ≤ i ≤ k) in the program [5].

Example 2. According to Heymans et al.’s method, the axiom,
easy get credit ≡ ∃reg.(¬pass)

from Tbox in K1 is translated into CLP rules in Φ1(Σ, P ) as follows:

← easy get credit(X), not {∃reg.(¬pass)}(X),
← {∃reg.(¬pass)}(X), not easy get credit(X),
{∃reg.(¬pass)}(X) ← reg(X, Y ), {¬pass}(X),
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{¬pass}(X) ← not pass(X).
easy get credit(X) ∨ not easy get credit(X) ←,

pass(X) ∨ not pass(X) ←,
reg(X, Y ) ∨ not reg(X, Y ) ←,

and cs dept(ai) from Abox in K1 is translated into the following:
cs dept(ai) ←, cs dept(ai) ∨ not cs dept(ai) ← .

which are CLP rules in Φ2(Σ, P ).

2.2 LMA-Based Multi-agent Argumentation System

A LMA-based agent system is a multi-agent system which simulates the process
of human argumentation based on the dialectical proof theory [6, 8]. It consists
of a server program as a mediator which controls the multi-agent argumentation,
and client programs as agents which communicate with each other through the
exchange of arguments. In our approach, it has been slightly augmented with the
reasoning interface of the DL reasoning system as shown in Figure 1, through
which it is allowed to consult the DL reasoning system for unknown or unresolved
literals in putative arguments in the process of argumentation. Consulting in this
manner amounts to the theoretical setting as follows.

(1) Knowledge Representation and Integration

Our argument-based agent system is formalized as follows. A LMA-based agent
Ai (1 ≤ i ≤ n) has its own knowledge base KBi expressed by an EALP, whose
rule has the following form:

H ← L1 & . . . & Lk & not Lk+1 & . . . & not Lm, (2)

where H , Lj (1 ≤ j ≤ m) are annotated object literals (or annotated literals, for
short). An EALP has an ideals-based semantics [3], especially on the complete
lattice T WO = ({t, f}, ≤) in our case (see the right part of Figure 3 where f ≤ t,
and the ideal of ν is defined as ‖ν‖ = {ρ ∈ T WO | ρ ≤ ν} ).

In our system, however, given the DL knowledge base K, each agent Ai is
regarded as virtually possessing the following knowledge base Pi,

Pi = KBi ∪ {l : t ← | K |= l } (1 ≤ i ≤ n) (3)

where t is an annotation, and l is an axiom whose form is C(a) or R(a, b) such
that C (resp. R) is a concept (resp. a role), and a, b are individuals. Hereafter,
we call l : t an annotated DL atom. It should be noted that, though no DL
atoms are allowed to occur in the head (i.e. H) of a rule (2), it is possible for
annotated DL atoms to occur as literals Lj in the body.

The left part of Figure 4 shows an example of the rule-based knowledge bases
for a Lecturer agent and a Student agent where an annotated DL atom α : t is
described by DL[α] called a DL expression, due to implementability issues.

(2) Argumentation Framework of Mutli-agent Systems

Though our argumentation framework of mutli-agent systems is formalized as
usual [8], it is slightly extended to handle ontologies. An argument is a finite
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Rebuttal relation T WO
[p : t←] ⇔ [∼ p : t←]
[p : f ←] ⇔ [∼ p : f ←]
[p : t←] ⇔ [∼ p : f ←]

t

f

Ideals
‖t‖

‖f‖

φ

Fig. 3. The rebuttal relation based on the complete lattice for ideals of T WO

sequence of rules from an EALP. In our approach, each agent has virtually a
knowledge base: Pi = KBi ∪ {l : t ← | K |= l}, in which the ontological
knowledge base K is shared among agents concerned. So, let ArgsPi be the set of
arguments associated with the knowledge base Pi for each agent Ai (1 ≤ i ≤ n).
Then, for multi-agents MAS = {A1, . . . , An} associated with the set of EALPs
{P1, . . . , Pn}, we define the set ArgsMAS of arguments as follows:

ArgsMAS = ArgsP1 ∪ . . . ∪ ArgsPn .

(3) Justified Arguments and the Dialectical Proof Theory

Given ArgsMAS for multi-agents where DL atoms may occur in its argument,
an annotated attack relation x on ArgsMAS is defined as a binary relation on
ArgsMAS , i.e. x ⊆ ArgsMAS × ArgsMAS . There are various annotated attack
relations such as rebut, undercut, attack, defeat and so on [8].

For example, for ArgsMAS = {[p : t ←], [p : f ←], [∼ p : t ←], [∼ p : f ←]}1,
there exist three pairs in the rebuttal relation based on the complete lattice for
ideals of T WO as shown in Figure 3.

Now, let x and y be variables to denote annotated attack relations, A be an
argument, and S be a set of arguments. Then A is x/y-acceptable wrt. S if for
every argument B such that (B, A) ∈ x there exists an argument C ∈ S such that
(C, B) ∈ y. The monotonic function FArgsMAS ,x/y mapping from P(ArgsMAS)
to P(ArgsMAS) is defined by FArgsMAS ,x/y(S) = {Arg ∈ ArgsMAS |Arg is x/y-
acceptable wrt. S}. It has a least fixed point: lfp(FArgsMAS ,x/y), which is a set of
justified arguments denoting winning arguments. In our system, given ArgsMAS ,
such a justified argument is computed based on the dialectical proof theory [6, 8].

As an example of agent-argumentation referring to ontologies, we briefly ex-
plain how our integrated system constructs the argument Arg including the first
rule of the knowledge base KBLecturer shown in Figure 4 where two DL expres-
sions, DL[course](ai) and DL[logic](l1) occur in the body, with accessing to the
curriculum ontologies K1 as follows.

For queries, course(ai) and logic(l1) issued by the LMA-based agent sys-
tem, DL-reasoning system draws an inference with respect to K1 such that
K1 |= course(ai), K1 |= logic(l1), which are immediately returned to the
agent system. As a result, two rules, course(ai) : t ← and logic(l1) : t ← are

1 ∼ is an ontological negation [8], i.e. the classical negation in answer set semantics[4].
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KBLecturer = {
∼ take credit in(ai, st 1, second) :t ←
DL[course](ai) & DL[logic](l1)
&not study(st 1, l1, first) :t. }

KBStudent = {
take credit in(ai, st 1, second) :t ←

DL[course](ai) &DL[easy get credit](ai).
study(st 1, l1, first) :t.

← study(st 1, l2, first) :t& DL[course](l2).
study(st 1, l2, first) :t.
study(st 1, c programming, first) :t. }

Fig. 4. The dialogue tree for ”take credit in(ai, st 1, second) :: t” using agent’s
knowledge bases {KBLecture, KBStudent} along with the curriculum ontologies K1

dynamically generated based on the formula (3) in the process of argumenta-
tion, which eventually leads to generation of the following argument:

Arg = [∼ take credit in(ai, st 1, second) :t

← course(ai) :t& logic(l1):t&not study(st 1, l1, f irst) :t,

course(ai) :t ←, logic(l1):t ← ]

The right part of Figure 4 is the dialogue tree depicted in the execution screen
of our WebArg system. It shows that “take credit in(ai, st 1, second)” denot-
ing “the student st 1 can take a credit for Artificial Intelligence in the second
semester” is justified in the the dialogue tree.

3 Conclusion

We presented an integrated system of the Semantic Web reasoning and LMA-
based argument reasoning, where ontologies expressed by OWL DL on the Se-
mantic Web are given to every agent as the common knowledge, whereas each
agent has its own rule-based knowledge expressed by EALP, and communi-
cates with each other. Our hybrid system has been implemented using C++,
ASP solver DLV, SICStus Prolog and XSLT to do the feasibility study of our
approach.

So far, several approaches which combines description logics with nonmono-
tonic logic programs have been proposed (e.g. [2], [5]). To our knowledge, how-
ever, our system is the first which combines nonmonotonic, multiple-valued agent
argumentation with ontological reasoning, i.e. description logic reasoning.

As mentioned in the introduction, the main advantage of our hybrid approach
is that ours can meet the requirement such that both rule and ontological knowl-
edges can be handled in agent’s argumentation as needed for agents such as a
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seller and a buyer in e-commerce, whereas it is hardly realized if both kinds of
reasoning technique are used in a separate way.

Though various expressive knowledge representations such as EALP, LMA,
OWL DL and the description logic SHOIN (D) are available for multiagent
argumentation in our hybrid system, its applicable domains may be rather small
since the complexity of reasoning with OWL DL, or its variant, SHOIN (D) is
NEXPTIME-complete as recognized to be intractable.

Thus our future work is not only to enhance our multi-agent system based on
argumentation to be able to handle static, dynamic and hierarchical preferences
on rules and ontologies as needed in the legal reasoning, but also to make the
DL reasoning system more practical reasoner by using many kinds of heuristics.
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Summary. With more Web services emerging on Internet, it becomes a challenge for
Web Service community to integrate existing Web services to meet the complex re-
quirement of users with little intervention of human. Although semantics added into
Web service promises us more powerful measures to automate the service discovering,
matching, and integrating, how to realize the process of automatic Service Composi-
tion with semantics is still an urgent problem. In virtue of the fruits of the study of
behaviorism, this paper analyzes and models the complex services. And through the
behavior analysis and behavior partition, this paper reaches a better combination of
services, reasoning algorithms with architecture-Service Agent Community(SAC), and
makes Service Composition more automatically and intelligently.

Keywords: Web service, Service Composition, behavior analysis, behavior partition,
SAC.

1 Introduction

Recently, many researches contribute to service composition with different ap-
proaches, which can be classified into three categories: dataflow-oriented, control
flow-oriented, and AI planning based.

The first two approaches focus on the workflow pattern. Lassila Dixi’s
approach[4] is based on a workflow pattern with one input and one output. The
last approach relies on AI planning. An approach for pro-active Web services
selection and composition with AI planning suggested by [3]. In addition, there
are some interesting approaches that model the service with Description Logic[8].

However, the first two approaches rarely consider the composite service as a
complex behavior, thus the system lack of the ability of self-awareness. And be-
havior analysis can better help the third approach to instruct the goal-direction
design for actions in reasoning. Consider the deficiency of these three approaches,
this paper provides a new approach—behavior analysis—to instruct the partition
of a complex service, and the function design of agents in system, and combines
the approaches mentioned above together. At the same time it utilizes richer
semantic information from OWL-S[6] during reasoning process for a service food
chain.

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 357–362, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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The contents of this paper are organized as follows. Section 2 introduces how
to use behavior-based analysis to partition the complex service. Section 3 details
the mechanism of Service Composition. Section 4 introduces an application.

2 Behavior-Based Analysis for Service Composition

2.1 Behavior Analysis and Behavior Partition

Behavior Analysis, a scientific study of animal and human behavior and learning,
provides a strong conceptual framework for intelligent computer systems known
as adaptive autonomous agents [1]. With the behavior analysis applying in this
paper, we can model the behavior taking place in complex task, such as composite
behavior. In fact, composite service as a behavior isn’t easily measurable and
realized. So behavior partition is needed to fractionalize it into atomic ones.
And Edward[2] used to give definition of Behavior-partition(BP) that BP in a
set of act-types that are mutual1y exclusive and, in general, jointly exhaustive
of all instances of behavior.

2.2 The Grounding for Behavior Partition

Skinner’s analysis[5] said that learning in a network of input-output relation-
ships (operant learning) could count for behavior of any complexity. There-
fore, a composite behavior performed by the agent can be divided into three
parts: 1), sense(input, self-awareness), 2) process(the behavior of agent), 3) re-
sponse(output, effect).

Hence, the composite behavior in Web service can be defined by three sub-
behaviors at the beginning of the partition: 1). Discovering behavior, just like
sensor, senses and matches the dataflow and checks state change. 2). Process-
ing behavior, assumes the work of reasoning and organizing for processing. 3).
Recording behavior, responds, records the middle results of reasoning. In the
process of behavior partition, I follow three rules[2] for dividing behavior in the
purpose of this paper:

Rule 1. The low level behavior can be combined to realize the function of
the high level behavior. Rule 2. The sub-behaviors of the same behavior are
sequentialčňbut the sub-behaviors of different partition can be parallel or se-
quential. Rule 3. Atomic behavior can be implemented by several functional
actions.

3 The Service Composition Mechanism

According to the functional information in service profile of semantic Web ser-
vice, a service can be formalized as[6]: u=Servicename < Precondition, Dataflow,
Effect>=< {fact1, ..., factn}, < input, output >, {change1, ..., changen} >“Pre-
condition” is the necessary condition for service execution.“Dataflow” relates
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to the semantics of service input data and output data. “Effect” is a set that
is composed of several changes to this service world by executing this ser-
vice. A query is formalized as: q=Queryname<precondition, input, output, con-
straints>, in which constraints are rules for checking the data of input and
output.

3.1 Actions for Reasoning Behavior

By fractionalizing the function of reasoning behavior, this paper can design ac-
tions to realize its whole function. The definition of action takes Situation cal-
culus as reference. The worldview of agent is represented as “state”.

Definition 1 (Relate action). The action binds the dataflow of a service u
with a set of domain class in Domain Ontology Depository(DOD).

1) The predicate definition:
class(u.dataflow): the class relates with service u’s output in DOD; in(uclass,
Class tree):”uclass” can be matched in “Class tree”(Class tree represents the re-
lationship of ontology in DOD); match set(uclass, Class tree, Set): the classes in
“Class tree”, which match the “uclass”will be added into “Set”; bind(u.dataflow,
Class tree): binding the class set matching with u.dataflow.

2) Description of Relate action and knowledge base updating

Possibility Axiom
in(class(u.dataflow), class tree) ⇒ Poss(bind(u.dataflow, service), state)

Effect Axiom
Poss(bind(u.dataflow, service), state) ⇒
match set(class(u.dataflow), Class tree, Set)
KB

add←− K(relate(u.dataflow, set)).

Definition 2 (match action). The action matches the class of u.dataflow
with another service dataflow. Match Degree(u1.dataflow, u2.dataflow)[7] rep-
resents the matching degree of the dataflow of service u1and u2.
(u1.dataflow, u2.dataflow) = {(u1.output, u2.input), (u1.input, u2.output)}

1) Prediction definition
range(constraints): represents the range of value according to pre-constraints;
track(u): if u.input can be matched in the action, then u will be add to ACT set.
table(item): adding the item into the Onto relation that records the dataflow
chain among services;item =< u1, out[i], u2, in[j], Match Degree(u1.out[i],
u2.in[j]) >

2) Description of match action and knowledge base updating.
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Possibility Axiom
(u2.precondition ⊆ poststate(u1)) ∧ value(u2.output) ∈ range(constraints)
⇒ Poss(match(u1.output, u2.input), state)

Effect Axiom
Poss(match(u1.output, u2.input), state) ⇒ table(u1) ∧ track(u2)
KB

add←− K(matched(u1, u2)) ∧ K(Onto relation) ∧ K(ACT set).

Definition 3 (check state and update state action). The actions check
and update the state for other services’ execution and the worldview of agent.

1) Prediction description
check(u,state): with changes of current state, the tag State changed will be set.

2) Axiom for action and knowledge base updating:

check(u, state) State changed−→ update(state),
updata(state) = True iff State changed = True.

Effect Axiom
Poss([check(u, state1), update(state1)], state1) ⇒ state2

KB
change←− K(state2)

3.2 Bi-directional Chain Algorithm for Service Composition

Through the Bi-directional chain algorithm, we can conclude a service food chain
stored in the matrix Onto relation.

The Process of One-Time Reasoning

The defined actions above compose the complete process of one-time reasoning by
a modified ADL(Activity Description Language) that is applied in AI planning.
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Bi-directional Chain Algorithm

In this algorithm, there are two directional reasoning to generate service food
chain.

4 Application

In this section, there is a simple example of buying a book on line. S1 registers
service. S2 is book-searching service. S3 searches user’s information. S4 verifies
user’s Credit Card. S5 charges the customs. S6 sends the book to the custom.

The service query is represented as:

BuyBook <
{in1 = BookName, in2 = RegisterInformation, in3 = CreditInformation}
{out1 = BookPrice, out2 = RecieveData}

{Constraints : RecieveData ≤ 2007.1.19} >

The course of service composition with SAC is represented as Figure 1.
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Fig. 1. The course of service composition in SAC(The final reply to the service re-
quester is {S5.out[1], S2.out[1], S6.out[1]})

5 Conclusion

In this paper, we rely on behavior-based analysis to partition a complex service
into several realizable parts and to integrate them with reasoning for a service
food chain ,which is acted in SAC. And architecture of system and reasoning
algorithm can be amalgamated together to help us to find the better answer for
complex problems.
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Summary. This paper presents an approach for distributed discovery of web services
based on the match history. A service routing table (SRT) is introduced into each
registry node to record the history of matches for selecting the repositories against
incoming requests. The approach does not depend on the publishing mechanism of web
service and the classification system for managing registries, and has not the constraint
that all registries must conform to one shared ontology of concepts.

1 Introduction

The increasing number of web services demands for distributed discovery infras-
tructures. It is a challenge to select the most appropriate services from numerous
services from various providers existing in various registries, which all declare
themselves fulfilling user’s request. To solve this problem, a system has to pro-
vide means for describing web services with expressive semantics and locating
distributed registries with web services satisfying user’s requests.

In this paper, we present an approach to address the issue how to search
distributed registries that potentially fulfill the user’s requirements. In our so-
lution, Web service discovery within a registry node consists of two aspects:
Goal-to-Goal discovery that is responsible for searching distributed registries
and Goal-to-Web service discovery for local matchmaking. Goal-to-Goal discov-
ery is based on the history of successful matches of users’ requests with web
services descriptions provided by registries. We introduce a service routing table
(SRT) into each registry node to record the history.

In this paper, we assume that web service are being described semantically
including user request, for example, using OWL-S1 or WSMO2.

The rest of this paper is organized as follows: section 2 briefly discusses related
work. Section 3 introduces our model of distributed discovery. And Goal-to-goal
discovery is depicted in section 4. We conclude in section 5.
1 http://www.w3.org/Submission/OWL-S
2 http://www.w3.org/Submission/WSMO/
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2 Related Work

A number of distributed discovery approaches, such as [1], based on P2P tech-
nologies have been proposed. In these approaches, the selecting of an applicable
registry to store and search for a web service description depends on classifica-
tion of the service. However, it is difficult for users to search for a specific service
without knowing details of the classification. Other proposals, such as [2] and [3]
use index terms for web service descriptions to publish web services to registries
and quickly identify the registries against user request. The choosing of registries
in these methods lies on the publishing methods of web services and all registries
need agree on one ontology of concepts.

Our solution of searching specific registries is based on the history of successful
matches. The problem of selecting registries becomes the question of matching
user’s requests stored in the SRTs against incoming user requests. Searching of
registries does not depend on a publishing mechanism of web service, as well
as a classification system for managing the registries in the network. Also our
approach has not the constraint that all registries must conform to one shared
ontology of concepts.

3 Model of Discovery Based on Match History

In our approach, the Web service discovery within a registry consists of two
aspects: Goal-to-Goal discovery (G2G discovery) and Goal-to-Web service dis-
covery (G2S discovery). G2G discovery is responsible for selecting the reg-
istries that can potentially fulfill the user’s request (goal). We call these reg-
istries as candidate registries. G2S discovery is responsible for matching the
user’s goal against the capabilities of the Web services within the registry,
i.e. local matchmaking. The approaches of local matchmaking will not be dis-
cussed in this paper. More information about them can be found in [4], [5]
and etc.

For G2G discovery, we introduce a service routing table (SRT) in each regis-
ter node to record the history of successful matches. A record in SRT contains
the requester’s goal and corresponding registries which ever succeeded in ful-
filling the goal. Fig. 1 shows the conceptual model of our distributed service
discovery.

A registry implements G2S discovery first. If G2S discovery fails, G2G discov-
ery is executed. Within G2G discovery, the user’s goal is matched with the goals
already kept in the SRT (2). If matched, the corresponding registries will be put
into a list of candidate registries. The current registry forwards users request
message to all candidates in the list (3). In case that all the candidates failed to
match against the user’s goal, the originated registry will broadcast the request
message to all other known registries in the network (7).
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Network

Fig. 1. Conceptual model of distributed discovery based on match history

4 Goal-to-Goal Discovery

4.1 Description of Discovery History

A Service Routing Table is defined as a set of routes used to record the discovery
history. A route R records a user goal and its matching registries. It is a tuple
Ri = ( Gi, Pi ). Where, Ri represents the route of user goal i, Gi is the vector
for user’s goal i and Pi is the set of identifiers of registries which ever fulfilled
the goal i.

Users’ goal Gi is encoded as a multi-key vector called the characteristic vector
as described in [3]. Eventually, the question of G2G discovery becomes the prob-
lem of matching the vector of goals kept in SRT with the vector of the incoming
user’s goal. Ontological concepts representing outputs (or post-condition) of a
service will be categorized into different Concept Groups based on their semantic
similarity [6] and can be mapped into numerical key values in order to support
semantic reasoning efficiently . A Concept Group can be associated with a Bloom
key built by applying k hash functions h1, h2, ..., hk to the key of each concept
member. Using Bloom filters, the step of checking the membership of a concept
in certain concept groups can be done fast and with very high accuracy level.
In Fig. 2, for example, a goal g1 with concepts C2, C3 which belong to concept
groups CG1, CG2, is then represented by the characteristic vector Vg1 = {k1,
k2}, where ki is CGi’s Bloom key.

For each incoming user goal, we first find the concept group CGis that it
belongs to. The characteristic vector is obtained and then sent to match with
those of the goals in the SRT. When matched, we get the identifiers of candidate
registries the matched vectors refer to.

The strategy used for partitioning the ontological graph will not affect the
correctness but mainly the efficiency of the discovery algorithm. Each registry
node can have it own strategy of ontological graph partitioning. Therefore, all
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Fig. 2. Ontological Concept Groups

registries need not comply with only one ontology in our approaches, which is a
restriction in some other approaches, such as [3].

4.2 Types of G2G Matchmaking

The outcome of G2G matchmaking between incoming user’s goal RG and the
goal PG in a SRT could be one of the types below:

• Match - If the characteristic vector of RG and that of PG are equivalent,
i.e. VRG = VPG, PG is match with RG.

• Fail - Failure occurs when the characteristic vector of PG is not equivalent
that of RG, marked as VRG �= VPG.

In Fig. 2, Let us suppose that the SRT of a registry node has three routes
(records). R1=(pg1, {p1, p2}),R2=(pg2, {p3}), and R3=(pg3, {p1, p4}). pg1 op-
erates on two concepts C2, C7, pg2 on C6, C3, C8, and pg3 on C9, C8, then Vpg1
= {k1, k2}, Vpg2 = {k1, k2, k3}, Vpg3 = {k3,k4}. When a new user request rg1
with concept C6 and C11 is incoming, the characteristic vector of rg1 is {k1, k2}.
The characteristic vector of rg1 is equivalent to that of pg1, i.e. Vrg1 = Vpg1, so
rg1 is match with pg1. Similarly, pg1 fails to match with pg3. As a result, p1, p2
are candidate registries for rg1.

4.3 Goal Graph

We organize the vectors of the goals in SRT into a graph according to container-
ship relationship, such as {k1, k2} ⊂ {k1, k2, k3}, to improve the performance of
match between characteristic vectors. The containership relation is the partial
order relation and can be represented by a directed acyclic graph (DAG). We
model the vectors of goals in SRT and their containership relations as a DAG
called as Goal Graph.

A sample Goal Graph is shown in Fig. 3. In Fig. 3, node ni (i =1, 2, . . . , 10)
represents the characteristic vector of goal i, and the edge from n6 to n2 refer to
the relation V(n6) ⊂ V(n2) , i.e. {k1, k4, k5} contains {k4, k5}. n7, n8, n9 and n10
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are leaves with no incoming edges. No edge between n5 and n7 means no direct
relation between them. Once the strategy used for partitioning the ontological
graph is decided, the Goal Graph can be established before G2G matchmaking
happens. So we can devote more time on the establishment of the Goal Graph
to reduce later discovery time.

n1

root

{k1,k4,k5} {k2,k4,k5} {k6,k7}

{k1,k2}

{k1}

{k4,k5} {k2,k4}

{k4}

{k6}

{k1,k2,k3}

n2 n3 n4

n5
n6

n10

n7 n8

n9

Fig. 3. A sample Goal Graph

4.4 G2G Matchmaking

G2G Matchmaking is based on Goal Graph. A G2G matchmaking starts from the
matching the vector of incoming user’s goal RG with those of leaves of the Goal
Graph. The algorithm for G2G matchmaking is listed below, where setleaves is
the set of all leaves in a Goal Graph, and setpath(i,root) is the set of nodes in all
the path from i to root except for node i and root.

initialize the candidate list L to NULL
calculate the characteristic vector of RG, Vrg

DAG ← GoalGraph
repeat

get all leaves in DAG, setleaves

for each leaf i ∈ setleaves

if Vrg = V (i) then
get the registry List Pi

L ← L ∪ Pi

break;
else

if Vrg ⊂ V (i) then
calculate the set of nodes setpath(i,root)
DAG ← DAG - {u | u ∈ setpath(i,root)}

∪ {(u, v) | u ∈ setpath(i,root) ,v ∈ N }
∪ {(v, u) | u ∈ setpath(i,root) ,v ∈ N }

DAG ← DAG - {i} ∪ {(i, v) | v ∈ N} ∪ {(v, i) | v ∈ N }
until (only root in DAG)
return L
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5 Conclusion

In this paper we propose a distributed Web service discovery approach based on
match history. We introduce a SRT as a resort to record the history. Basing on
SRT, Web service discovery is consisted of G2G discovery and G2S discovery.
We present how to search applicable registries through SRT. In our solution, the
searching of registries does not depend on a publishing mechanism of web service,
as well as a classification system for managing the registries in the network.
Also our approach has not the constraint that all registries must conform to one
shared ontology of concepts. In future, we will investigate to enhance SRT to take
into account QoS characteristics in G2G discovery, such as reliability, response
time, etc.
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Summary. Ontologies become more and more big, which is an important factor of
low-efficient reasoning. In this paper, we propose an ontology segmentation method
for alleviating the inference burden. The method is based on ontologies described by
OWL DL. Unlike the traditional method, the optimized method will ”chip off”a part of
knowledge from the big ontology according to user’s query and only uses this knowledge
for reasoning. We implemented the algorithms by ontology editor and explain it is very
useful in practice.

1 Introduction

Although many semantic web applications have been developed, it seems there
is still a long way to substitute them for the traditional systems. One of the
reasons is the expensive cost of inference. Commonly, inference system has to
read the back-ground knowledge into memory to construct the inference model at
first. When user proposes a query, system uses certain kind of reason algorithm
to create new implicated logical assertions based on the model. At the end,
the system will search the relative answer in result assertions set according to
the query. Unfortunately, this method always failed because of the large scale
of background ontologies. So the efficiency of inference algorithm becomes a
bottleneck of the development of semantic-based applications.

To alleviate the burden of inference, direct method is optimizing the inference
algorithm. Much endeavor had been done through this approach. Seidenberg J
and Rector A[5] recently present an ontology segmentation method. The method
is based on travesal algorithm. A certain concept is considered as the target
node for ontology extract, upwards & downwards travesal will then start from
this concept node for gain related ontology, at last a sub-set of this ontology
was acquired to be an abstract of this knowledge ontology. Besides Seidenberg J
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and Rector A’s method, Stuckenschmidt H and Klein M[6] present the method
of structure-based partitioning. Noy N and Musen M[3] present their extraction
methodology in PROMPT suite. At last, Harmelen F[2] propose an incremental
selection function. his thinking largely impacts our method.

We propose a newly ontology segmentation method based on OWL DL[4].
The main idea of our method is acquiring a segmented knowledge from the
whole big ontology according the user’s query. Nine segmentation algorithms
are used to guarantee the ’proper’ segment. We consider that a complex query
can be decomposed into simple binary queries and simple query can furthermore
classified into 9 kinds which will be discussed below. When a query is asked,
our method can determine its type and then use corresponding algorithms to
segment the whole ontology. Result is the cutdown ontology ready for inference.

The paper is structured as follows. The next section we give the basic defini-
tions for the algorithms. In Section 3, nine kind of segmentation algorithms are
described. The following Section 4 introduce the implementation of algorithms.
At last, we address the future work.

2 Basic Definitions

This section describes the basic definitions which involve the segmentation
algorithm.

Definition 1 (Logical Constructor). We call a class, a property or an indi-
vidual as the logical constructor.

Definition 2 (Query). A query is a question being asked by outside relative to
the logic knowledge base. It can be represented as a tuple <a> or <a,b>, which
a and b are sets of logical constructors.

Definition 3 (Class Tree). A model of ontology only contains classes and their
hierarchy can be seen as a class tree.

Definition 4 (Property Tree). A model of ontology only contains properties
and their hierarchy can be seen as a property tree.

Definition 5 (Basic Problem). We call 9 problems as basic problems.

1. C Problem. Query about the description of a Class.
2. P Problem. Query about the description of a Property.
3. I Problem. Query about description of an Individual.
4. C-C Problem. Query about relation between two Classes.
5. C-P Problem. Query about relation between a Class and a Property.
6. C-I Problem. Query about relation between a Class and an Individual.
7. P-P Problem. Query about relation between two Properties.
8. P-I Problem. Query about relation between a Property and an Individual.
9. I-I Problem. Query about relation between two Individuals.
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3 Algorithms

Here we propose 9 segmentation algorithms.

3.1 C-C, C-P, C-I, P-I and I-I Problem Algorithm

Firstly, we propose the C-C problem algorithm. The C-C problem segmentation
is the most important algorithm because there are 4 algorithm(C-P, C-I, P-I and
I-I problem) need use it and experience shows that query about C-C problem
maybe the most frequently being asked questions.

Procedure C-C Inference (A, B, OS=(OT , OA))

/*1. Initialization: Mc is the class-tree of OS in memory. A, B are the formal
parameters which represent two classes. OS is the source ontology, OR is the result
target ontology. Function readin() is used for reading an ontology file into memory.
Function classTree() is used for getting the class tree model.*/

MC :=classTree(readin(OS))
/*2. Get the sub-tree(descendant) of A, B from MC, delete the sub-tree(root A)

sub-tree(root B) from MC (except A and B roots), so we get an new ontology model
called M’, which is a mediator model for segmentation.*/

M’=delete(MC,subtree(root A))
M’=delete(M’,subtree(root B))

/*3. Upwards traverse (depth-first) the M’ from A and B nodes respectively, until
reach the root of the M’ (the top concept). Then label the classes which have been
traversed and delete all the unlabelled classes in M’.*/

LabelListA:=upwardsTraverse(A,M’,root)
LabelListB:=upwardsTraverse(B,M’,root)
UnlabelList:=sub(sub(class(M’),LabelListA))
for all class X in UnlabelList do

M’=delete(M’,X)
end for

/*4. Consider the properties. Add the properties in OS which are directly relate to
the classes in M’ into a list PL. For properties in PL, if there are properties which
domain and range are both in the scope of M’, then add all these properties’ assertions
into M’. the remainder properties are sent to list PNL. */

MP :=property(readin(OS))
PL:=listProperty(MP )
for all property p in PL do

if (inModel(domain(p),M’)&&inModel(range(p),M’)) then
M’:=union(M’,assertion(p));

end if
end for

//5. obtain the result ontology OR from the M’ for inference.
OR:=readout(M’)
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From the above description, it can be found that the C-C algorithm cares only
about TBOX and takes no account of ABOX. The reasoning is obvious, query
of C-C problem expects for the answer of the relations between two classes.
Sometimes individual here is inessential.

C-P problem algorithm answers for the query of what’s the relationship be-
tween a class and a property. The basic process is determining the domain and
range of property p, then the problem transforms as two C-C problems. C-I
problem is similar with C-C problem. The algorithm firstly gets the closest class
of individual i, then invokes C-C problem algorithm to obtain model M’. The
last result is the union of M’ and all the assertions about i. P-I problem will use
the C-P problem algorithm. Individual i’s closest class is checked out and the
problem becomes a C-P problem. Similarly, I-I problem can transform to C-C
problem by checking out the closest class of two individuals.

3.2 C, I, P and P-P Problem Algorithm

Queries come from users usually want to know what a concept is. C problem seg-
mentation algorithm aims at getting a proper model about the concept. Proper
means the model contain all the necessary assertions about the concept while
controlling the scale of cutdown model in possible.

Procedure C Inference ( A, OS=(OT ,OA))

/*1. Initialization: Construct the model MC, which is the class-tree of OS in
memory.*/

M:=model(reading(OS))
MC :=classTree(reading(OS))

/*2. Upwards&Downloads traverse the MC from class A. Add all labeled classes
and their class-trees into M ↪aŕ*/

LabelListA:=upwardsTraverse(A,MC,root)
LabelListB:=downwardsTraverse(A,MC,⊥ )
LabelList:=union(LabelListA,LabelListB)
M’=MC

for all class X in LabelList do
M’=add(M’,classTree(X))

end for
/*3. If p’s domain or range is in the M ↪aŕ, then include the range or domain class

and p’s assertions into M. p is any property in model M ↪aŕ.*/
for all property p in M do

if (inModel(domain(p),M’)) then
M’:=union(union(M’,range(p)), propertyassertion(p))

end if
if (inModel(range(p),M’)) then

M’:=union(union(M’,domain(p)), propertyassertion(p))
end if

end for
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/*4. If individual i is the instance of class A or A ↪aŕs childClasses, then add the
assertion, declaring i isInstanceOf certain class into M ↪aŕ. */

for all instance i do
if (isInstanceOf(i) is A or child of A) then

M’=union(M’,assertion(i,subclassOf))
end if

end for
OR:=readout(M’)

I problem usually desires the result about the information of individual i’s
closest class and i itself assertions. Therefore, the algorithm will use the C algo-
rithm for the closest class of i. P problem likes the C problem. All the assertions
about the target property p and its domain and range class hierarchy should
be considered. Property p’s hierarchy contains its ancestor properties and de-
scendent properties. For the former, their domain and range classes should be
added in result. For the later, only assertions about themselves need to included.
P-P problem algorithm’s target is acquiring the relationship between two prop-
erties. Firstly, two properties’ domain and range classes and their subtrees will
be added into M’. Secondly, two properties’ descendent and ancestor properties
will be considered.

4 Implementation

The algorithms have been implemented by VO-Editor[8], which is a visual ontol-
ogy editor using Jena 2.0[7]. Figure 1 shows the example of using segmentation
algorithms for tourist ontology (which is developed by our VO-Editor). To the
left part, we can see the complex structure of tourist ontology. When user wants
to know the relation of class Inn and Hotel, he or she can fill the query form of
C-C type in editor’s menu, then the editor can located the relevant classes in red
bolt rectangle (see left part of Figure 1). After the C-C algorithm is executed,
we will get the result of right part of Figure 1. It is asserted that class Inn and
Hotel are subclasses of TourOrganization. Although the ontology is so complex

Fig. 1. Using Segmentation Algorithm for Tourist Ontology in VO-Editor
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(48 classes,78 properties and 482 individuals), using segmentation algorithms,
we can easy chip off the mass into a little ontology we interested in. Obviously,
inference such little result ontology is a very easy task for reason engine. More-
over, we can find that the algorithm is also very benefit for good understanding
of ontology structure.

5 Conclusion and Feature Work

In this paper, we have introduced a newly ontology segmentation method. The
method can be seen as the optimization technique for reasoning and searching.We
argue that it is not wise to take the whole ontology into reason engine for in-
ference, because that will be too much for solving a certain inference problem.
It is more advisable to analyse only a piece of ontology just concerning about
the problem. We uses 9 algorithms for segmenting the ontology correspond to
query’s requirement and implemented them.

Our work on this issue is just at beginning. So far the method we proposed
hasn’t been proved by strict formal thoery. In spite of obvious efficiency incre-
ment, we have to work hard to proof the method in the feature.Another impor-
tant work is improving the algorithms fitting for more domains requirements.At
last, being the emergence of OWL1.1[1], there’s lot of modifications to made for
according to new standard.
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Summary. With the emergence and development of semantic web, traditional archive
service meets a new challenge to provide more intelligent and interactive services for
web users. To take good advantage of semantic web technologies, in particular ontology
and semantic inference, this paper proposes a semantic search portal for cross-media
cultural archives involving document, image, audio and video. With such semantically-
enhanced search portal, implicit multimedia archives can be retrieved under the
support of ontology modeling and semantic reasoning. Furthermore, the retrieved cross-
media archives can be semantically navigated and repacked in a more meaningful and
integrated way.

1 Introduction

Semantic web, invented by Tim Berners-Lee a half decade ago, aims to pro-
vide a new generation of web with machine understandable meanings [1]. With
the starting point of semantics rather than syntactics, information can be or-
ganized and described with a fully-fledged schema like ontology. Based on the
comprehensive information description, semantic web supports reasoning with
logic foundation, in particular description logic. Furthermore, due to the agent
technology, more intelligent and interactive services can be realized.

Besides theoretical studies on ontology, logic and agent, semantic web come
forth with many domain scenarios to further demonstrate its advantages. Sev-
eral domain-oriented ontolgoies have been constructed to achieve semantic re-
sources organization and retrieval, such as DOAP1 (Description Of A Project)
for open source projects, SIOC2 (Semantically-Interlinked Online Communities)
and FOAF3 (Friend Of A Friend) for social networks. Besides those domain-
specific ontolgoies, there are some generalized or so-called upper-level ontol-
goies crossing different domains such as Dublin Core, WordNet, SHOE (Sim-
ple HTML Ontology Extensions) and SKOS (Simple Knowledge Organisation
1 DOAP, http://usefulinc.com/doap/
2 SIOC, http://sioc-project.org/
3 FOAF, http://www.foaf-project.org/
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System). However, though with so many existing ontology construction works,
there is still less study on real-world semantic applications, especially for
semantically-enhanced multimedia services. Related to multimedia, we have to
mention here is some highlight EU semantic projects referring to the audio do-
main, such as SIMAC4, EASAIER5, SMaRT6. Different from those projects fo-
cusing on media ontology construction, our work mainly emphasize the cross-
media archives searching service with the semantic cornerstone.

Based on the real world and valuable cross-media cultural archives, this paper
proposes semantic search to validate the semantic advantages on boosting archive
search services. The paper proceeds as follows: Section 2 provides an integrated
semantic model; Section 3 presents the ontology-enhanced culture archives mod-
eling; Section 4 shows how semantics can achieve the intelligent search services
for culture achieves; and finally the conclusion is discussed.

2 Semantic Model for Cultural Archives

Hereby, we briefly analyze the semantic description requirements for cultural
archives. Furthermore, we propose an integrated semantic model with the sup-
port of providing more intelligent and interactive archive search service.

2.1 Semantic Description for Cross-Media Cultural Archives

Ontology plays a crucial role in semantic web[5][7], and in archive modeling ei-
ther. Cross-media culture archives should be semantically described to support
the subsequent intelligent archive search service. We take traditional Dunhuang
culture, with two thousand years of history, in west China as our use case [2].
For simplicity but efficiency, there are only five core concepts in our ontology
model, i.e. MEDIA (the cross-media characteristics for cultural archives, involv-
ing document, image, audio, video), DYNASTY (embodying the individual his-
tory of each archive, such as the thriving Tang dynasty in ancient China), CAVE
(there are many cultural caves, which store abundant culture legacies compris-
ing frescos and sculptures etc.; of course, the cave itself is also a kind of culture
legacy), CONTENT (the significant concept embodies the cultural and artistic
characteristics, such as the frescos and sculptures mentioned before); finally, the
most important concept for archives is DATA (which models all concrete culture
archives in a comprehensive concept).

We have developed an ontology tool for cultural archives modeling, shown in
Fig.1. In the figure, the five red rectangles express the five core concepts discussed
before; whilst, the green small ones are some example instances belonging to
those concepts respectively.

4 SIMAC, http://www.semanticaudio.org
5 EASAIER, http://www.easaier.org/
6 SMaRT, http://www.k-space.eu/
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Fig. 1. The Snapshot for Cultural Archives Ontology Visualization

2.2 Semantically-Enhanced Service Model

From previous semantic schema of culture archives, we can see plentiful infor-
mation among archives. How to provide those information with fully-fledged
semantic description? Furthermore, how to achieve more interactive and intelli-
gent service? To answer them, we propose an integrated semantic model, includ-
ing archives modeling (both concept and instance level), storing, and semantic
searching. The original model shown in Fig.2 is domain-independent, and can
be adapted to other domains like research community [3][4].

There are four layers in the model, including ”semantic storage”, ”semantic
annotation”, ”semantic search” and ”user interface”. In addition, ”semantic in-
ference” is a vertical component to further infuse semantic technologies. More
details about this domain-oriented but domain-independent semantic model can
be found in [4]. In this paper, the emphasis is the adaptation of such model for
culture archives to attain more intelligent search services.

3 Semantically-Enhanced Cultural Archives Modeling

From the model in Fig.2, there are three core issues have to be considered re-
ferring to cultural archives modeling, i.e. archives ontology model, supporting
semantic annotation and storage strategy.

Conceptualized Model. To achieve comprehensive schema for cultural
archives, we apply previous semantic scenario. As shown in Fig. 1, there
are five core concepts should be modeled. In consist with the ontology struc-
ture, all the relevant data should be modeled, including data-type properties
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Fig. 2. The Integrated Semantic Model for Cultural Archives

and object properties [7]. In the meanwhile, the schema of their instances,
even the storage mechanism, ought to be considered seriously. The detailed
storage strategies will be discussed in the following section.

Semantic Annotation. Semantic annotation for multimedia content has been
identified as an important step towards more efficient retrieval of multime-
dia data [9] [8]. Basically, we apply authoring tools for semantic annotation,
involving two kinds of archive annotation interfaces (shown in Fig. 3 a, the
top-left is semantic annotation about basic archives information, whilst the
right-down is for annotating semantic relationships with other instance re-
sources).

Semantic Storage. There are two kinds of information about cultural archives
need to be stored, namely concept information and concrete instances. For
concept, we mainly take OWL files as the serialization layer as only five core
concepts and rich semantics; whilst, the relational database is more advisable
for the abundant real world cultural archives in instance level.

4 Intelligent Search for Cross-Media Cultural Archives

With the essential semantic model and annotation preconditions, more intelligent
services as semantic search can be attained on cultural archives. Besides basic
semantic search, we further highlight semantic inference to enhance search service
with more intelligence, which is our distinguishing feature from some existing
semantic search studies on multimedia data [10][11].

4.1 Semantic Search for Archives

As shown in the semantic model and different from traditional search engine,
the query-keys input to search portal can be denoted with certain semantic
information, for example a concrete concept. With this semantic denotation, the
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Fig. 3. Snapshots for Semantic Search on Archives

query results can be profoundly-repacked with the inward semantic schema of
the concept, including basic information and semantic relationships with other
concepts.

In stead of listing search algorithm, we address the search portal more clearly
by a concrete search example. When users query Cave285, the portal feedbacks
all the relevant information in the CAVE schema asserted before. Firstly, the ba-
sic information of the 285th cave includes the cave number, name etc. and some
beyond description information like protection-level; secondly, semantic associ-
ated information must be extracted. There are two main associated information
for CAVE, i.e. DYNASTY and DATA. For Cave285, there is only one dynasty
referred, namely the building time in the XIWEI dynasty. However, many other
caves are concerned with more than one dynasty, including the first-building
time and some restoring milestones in other dynasties. About DATA instances
in Cave285, they are the core elements as cultural archives. To embody the
cross-media features of cultural archives, the archives are demonstrated in three
main categories, namely document, image and multimedia (including audio and
video). Furthermore, every concrete archive (DATA instance) should contain
relevant semantic information about its belonging CONTENT instance (such as
Murals or Sculptures etc, even their inherited sub-contents, such as Feitian and
Pushan). The previous Fig.3 b) is the snapshot for the 285th cave example. The
left is about semantic search portal, whilst the right (navigated from the left) is
the integrated result page for a certain retrieved cave.

4.2 Inference-Enhanced Search Service

Besides semantically-enhanced (or rather ontology-supported) resource descrip-
tion, another main advantage of semantics is semantic inference with logic foun-
dation. With inferences, more implicit information can be extracted, and the
search results can be more comprehensive and rational. As shown in Fig. 2, the
vertical inference mechanism is attained gradually by reasoning rules, formulas
and detailed algorithms. According to the space limitation, we do not discuss
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much details about inference, but mention two representative reasoning rules
and one formula having been concerned in our implementation.

Rule 1. the transitivity of subContent property for the CONTENT instances
< c1, subContent, c2 >, < c2, subContent, c3 >⇒< c1, subContent, c3 >
< data, isContent, c2 >, < c1, subContent, c2 >⇒< data, isContent, c1 >

Rule 2. the transitivity of DYNASTY sequence
< dyn1, after, dyn2 >, < dyn2, after, dyn3 >⇒< dyn1, after, dyn3 >
< dyn1, before, dyn2 >, < dyn2, before, dyn3 >⇒< dyn1, before, dyn3 >

Formula 1. calculate the archives belonging to CONTENT instance c
getArchives(c) = annotatedArchives(c) + subContentArchives(c)
annotatedArchives(c) = {arhk}, ∀k < arhk, isContent, c >

subContentArchives(c) =
{

∪getArchives(ck), ∀k < c, subContent, ck >
Ø, with no tuple above

5 Conclusion

In the paper, we propose a semantic model providing semantic search on cross-
media cultural archives. With the analysis and implementation of this model,
especially the support of semantic inference, we can validate the advantages of
semantic web technologies for traditional multimedia services, which can further
provide more intelligent and interactive archive search services.
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Summary. Geographic information sharing and service plays an important role in the
implement of Digital City. The traditional development model that is based on common
geographic information system can not accommodate for the geographic information
sharing and service in distributed web environment. In this article, we firstly intro-
duce the requirement of the distributed geographic information sharing and service
and the character of service-oriented software architecture. Then the principle of the
service-oriented architecture and the service-oriented geographic information sharing
and service software architecture for digital city is put forward which includes GIS
service, called VGS (Virtual GIS Services) and AGS(Application GIS Services) which
reflects the operation service upper the VGS. At last, the web service based model
integration in SOA is introduced. And an application example is stated to demonstrate
the advantage and application model of the service-oriented geographic information
sharing and service software architecture, which is the ocean current numerical simu-
lation model call based on web service. The development and deployment of the model
services example was used in Xiamen City, China.

1 Introduction

With the broadly use of the Internet and Intranet, the increasing amount of web
users need more and more geographic information. But the distributed nature
of the geographic data, the complex of the geographic data analysis, the slow
speed and high delay problem of network are the bottleneck to the development
of the usage of geographic information on web. It is respected that the software
construction model will solve the problem mentioned above.

In the past 40 years, GIS has been implemented in different computer architec-
ture including micro computer, computing workstation and personal computer
[1]. Now GIS is introduced into a distributed network environment [2]. And the
distributed industrial geographic information service system is the new trend of
the GIS development.

Nowadays, as an important area of geographic information application, Digital
City has been being paid more and more attentions. It is claimed that more than
80 % of the public sector information has a geographic dimension in that it is

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 381–386, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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referenced by address or location (which refers to geographic data). Building
Geographic Information Service System is of great importance to the realization
of Digital City [3-6].

2 Necessary

In a city, the geographic information is heterogeneous, which is produced, main-
tained and renewed by different department such as Surviving and Mapping De-
partment, Environment Department and so on. So the Geographic information
Service System must be built as distributed software on the Internet. The amount
of the geographic information in a city is huge, so the transmission speed of the
geographic information on the web is a key factor affecting the quality of the
Geographic information Service System. As the network bandwidth is limited,
the network must be overburdened if the geographic information is transmitted
on the network. The spatial analysis upon the geographic information is com-
plex. It is common that a data processing consists of more than one procedure.
For example, the overlay processing may demand many procedures. In the past,
for the reason of the technology development the GIS software architecture is
in the personal computer model or in single department or company. This kind
of usage module is not suitable for the nature of the geographic information
stated above. A new geographic information technology is respected to solve the
problem of geographic information sharing and service for Digital City.

The new software architecture should satisfy the requirement as follow.

Firstly, the new software architecture should realize the maintenance and up-
date of the geographic information and software in a distributed web environment.

Secondly, the new software architecture should be scalability. The required
hardware and software must be not expensive. And the new hardware and soft-
ware resource must be usable continually.

Thirdly, the new software architecture should have the standard geographic
information accessing and software programming interface.

Fourthly, the new software architecture should support key GIS data format
and software functions. This kind of character can ensure that the new software
architecture is compatible for the older systems.

The Service-Oriented Architecture i.e. SOA is suitable for the requirement
stated above.

3 Principle of the Service-Oriented Architecture

The basic unit of SOA is ”Service”. These ”Services”are a group of software mod-
ules that can execute certain operation flow. Generally, SOA consists of a series
of ”services” that based on the internet. These ”Services” can communicate with
each other. Moreover they have loose coupling, and can be reused. According to
SOA, service user does not need to care about the specific service he is communi-
cating with. Because the bottom establishment or the service ”bus”will make the
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right choice on behalf of the user, the bottom establishment has hidden technique
from requesters as much as possible. Especially the technology standard comes
from different application technology (for example J2EE or .NET) cannot affect
the SOA users. If already had a service realization, we may reconsider a ”better”
service realization to replace, since the new service realization has better service
quality. SOA can supply a platform to construct an application service that has
loose coupling, a transparent position and is independent of protocols. Thus it
can reduce the problems caused by different architectures’ mutually operation
and ceaseless changing product.

SOA evolves from the traditional tight coupling application architectures such
as CORBA. SOA does not necessarily need the web service, and the web service
also may carry on the development separated from SOA. But it’s an extremely
ideal method to construct SOA by using the web service technology; because
the web service can be the loose coupling relations. The tight coupling paradigm
makes it hard for the application system to adapt the service demand changes
neatly, because both of the two ends of the distributed computation must follow
the same API restraint. The change of one application system can possibly affect
many other application systems. Moreover, SOA is also different from the object-
oriented technology since the granularity of the object seemed be much smaller,
and it base on the software code development stratification plane. But, in the
SOA paradigm, ”service” is much closer to the application. It may be a service
flow such as a GIS model computation process and so on.

There are three categories in the SOA role: service provider, service requestor
and service broker (in figure 1). The roles of SOA interact on each other by three
basic operations: publishing, searching, and binding. The service provider pub-
lishes service to the service broker. The service requester searches the required
services by the service broker and is bound to these services. Those are the same
as the web service in some cases.

Fig. 1. The roles in the SOA

4 The Design of the SOA for Geographic Information
Sharing and Service of Digital City

Based on the analysis of the requirement of the SOA for geographic information
sharing and service of Digital City, we think that the services can be divided
into two layers. One is GIS service, called VGS (Virtual GIS Services) and the
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Fig. 2. The Layer architecture of the SOA for geographic information sharing and
service of Digital City

other is AGS (Application GIS Services), which reflects the operation service,
upper the VGS. It’s easy to see that VGS is the abstract service for the bottom
GIS module’s function and the AGS is the knowledge deposit oriented industry.

The purpose to bring forward VGS is to reuse the GIS services, functions and
the corresponding function management logic which have been implemented by
every system. VGS has divided the GIS service from different levels and differ-
ent points of view, thus the similar GIS system developers simply need to pay
attention to the unimplemented service, construct system fleetly by using the
existing resource, and bring forward an effective resolution decision-making for
the ceaselessly variation requests of clients, so implements the demand of re-
plying the change of every requests. The purpose of designing is to decompose,
split, thin and classify the GIS service demands of the application system so
that the development of the blurry, variable application will be easy and ex-
plicit. It liberates application developers from the multifarious coding work and
helps them pay attention to fit the application and satisfy users by its set of
complete services with more expressive force. According to this purpose, the in-
ternal module demarcation of VGS strives for the equilibrium of maturity and
expressive force. Because maturity decides whether VGS can provide complete
support for users, and expressive force determines the complexity of the function
module logical organization structure when carrying on application development
by VGS. The services, abstracted to different granularities according to this tech-
nique thinking way, can define a new service kit. Thus application system can
construct different application system by using these services. And in case the
kit falls together with certain model, a kind of study ability will be formed thus
the decision-making support will be implemented. The difference of AGS and
VGS lies in the function layer. AGS orients the industries and operations, not
GIS. The purpose of AGS is to build an effective industry knowledge deposit
mechanism, so it’s similar with VGS. Currently, the interfaces provided by the
grid services are still limited. The SOA for geographic information sharing and
service of Digital City are still in the continuous developing process. It will take
the management enlargement and the safe etc into consideration on the next
move.
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5 Web Service Based Model Integration in SOA

The open computing environment of Web causes the Spatial Analysis Model and
the Applied Mathematics Model very good combination. Using the distributed
computing environment, the acquirement of data becomes more extensive and
the interaction model computation becomes stronger. The multi-models com-
putation can synthetically compare, analyze and provide the ability of on-line
real-time processing. Based on GeoServer, it can provide the function of GIS
analysis and expression. It can also establish a kind of model reuse mechanism
based on the web service model in this foundation.

In the virtual environment made up of web service, users can use any client
software to call the web service. Taking SOAP as the communication protocol,
web services is based on the opening and standard specification. SOAP calls the
long-distance service by the XML standard encapsulation and web service can
be transmitted through the entity transmission level. This is the foundation of
software reuse under isomerism conditions. The web service demonstrates the
service provided by itself through WSDL to the client and makes model reuse
realization more convenient.

Decision Support System (DSS) communication structure is based on the web
service technology (Fig.2). Firstly, service management machine provides the ser-
vice directory according to the model service content. The client submits the the
request of model call service (the SOAP request), based on the directory con-
tent and description. This request is handed to the XML switch by the service
directory. The XML switch converts the XML structure requested by SOAP to
the language structure which can be distinguished by the model service, then
proposes call request to model service according to specific request parameter.
The client can inquire the service it calls whether exists in model service direc-
tory. If the service exists, then it activate the corresponding model service and
run the model to get a result, then give the model output result to the XML
conversion program. The XML conversion program converts the model output
to the XML structure and sends the response based on HTTP protocol to the
client by service management machine.

6 Application Example

Xiamen City of China is on the seashore Taiwan Strait. The ocean dynamical
environment real-time solid monitoring system of Taiwan Strait and adjacent
maritime region is composed of the oceanic shore/platform monitoring net, the
high frequency terra wave radar monitoring net, the buoys monitoring net, boat
based monitoring net and remote sensing monitoring net. The monitoring nets
form the three dimension solid monitoring system which monitors the oceanic
dynamical environment and ecological environment from underwater, ocean sur-
face and air. The observing data is located in a distributed web environment.
The web service based ocean current numerical simulation computation model
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integration can acquire the distributed observing data and be called by ”Ship-
wreck Salvation decision-making support system” to forecast the floating trail of
the shipwreck objects.

7 Conclusions

In this article, we firstly introduce the requirement of the distributed geographic
information sharing and service and the character service-oriented software archi-
tecture. Then the principle of the service-oriented architecture and the service-
oriented geographic information sharing and service software architecture for
digital city is put forward which includes GIS service, called VGS (Virtual GIS
Services) and AGS(Application GIS Services) , which reflects the operation ser-
vice upper the VGS. At last, an application example is stated to demonstrate the
advantage and application model of the service-oriented geographic information
sharing and service software architecture.
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Summary. In the present paper we deal with graded reasoning in n-valued �Lukasiewicz
propositional logic �Ln. Firstly we propose an approach to measure the extent to which a
theory over �Ln is consistent. Secondly, with the concept of consistency degrees of theo-
ries, we give several methods of graded reasoning in n-valued �Lukasiewicz propositional
logic �Ln.

1 Introduction

Deciding whether a theory (i.e., a set of formulas) is consistent or not is one
of the crucial questions in any logic systems. The reason is that in classical
logic, a contradictory theory (i.e., a theory which is not consistent) turns into
a useless theory in which every thing is provable. Quite surprising is that the
same result holds also in fuzzy and many-valued logic systems. Moreover, how
to measure the extent to which a theory is consistent is also one of the crucial
questions in logic systems. For trying to grade the extent of consistency of differ-
ent theories, many authors have proposed different methods in fuzzy (continuous
valued) logic systems and have obtained many good results [5, 2, 10, 14, 11, 12].
Especially in [12], the authors, from logical point of view and based on deduc-
tion theorems, completeness theorems and the concept of satisfiability degrees of
formulas, introduced, in classical and fuzzy propositional logic systems, a more
natural and reasonable definition of consistency degrees of theories. In other
words, we have studied successfully the consistency of theories where the set of
truth values jumped from {0, 1} to [0, 1]. A natural question then arises: how to
harmoniously fill in the gap of consistency of theories between classical and fuzzy
logic systems? That is to say, how to establish the concept of consistency degrees
of theories in n-valued logic systems such that it approximates the consistency
of theories in fuzzy logic system when n turns to infinity, and takes the classical
case as a special case when n = 2?

In [13], we have adapted the results of [12] to the n-valued R0-logic (more pre-
cisely, the n-valued NM-logic) and have partially answered the above question.
� Projected by the Natural Science Foundation of China under Grant 10331010, and
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Following the train of thought from special case to general, the present paper
has two purposes. The first one is to consider the consistency degrees of theories
and to adapt the results of [12] to �Ln. The second is to consider the general
reasoning, to propose several other methods of graded reasoning, and further to
compare these results. As we will see, the methods of graded reasoning given in
the present paper in which the satisfiability degrees of formulas is a crucial tool
are different and far from that of [5, 2].

2 Preliminaries

Consider the length of the paper, for the representation of �Lukasiewicz proposi-
tional n-valued logic system �Ln, we refer to [1, 8, 6, 3, 7].

Definition 2.1. (Halmos [4]). Suppose that (Xk, Ak, μk)(k = 1, 2, · · ·) are

probability measure spaces, let X =
∞∏

k=1
Xk, then

∞∏
k=1

Ak generates on X a σ-

algebra A. There exists on X a measure μ satisfying the following conditions:
(i) A is the set of consisting of all μ-measurable sets, (ii) For any measurable

subset E of
m∏

k=1
Xk, E ×

∞∏
k=m+1

Xk is μ-measurable and μ is called the infinite

product measure of μ1, μ2, · · · , and (X, A, μ) is called the infinite product of
{(Xk, Ak, μk)}∞k=1. (X, A, μ) can be abbreviated as X if no confusion arises.

Definition 2.2. Suppose that n ≥ 2 is a fixed natural number, and (Y, B, η)
is an evenly distributed probability measure space where Y = {y1, · · · , yn}, i.e.,
η(∅) = 0, η(Y ) = 1 and η(yi) = 1

n (i = 1, · · · , n). Let (Xk, Ak, μk) = (Y, B, η)(k =
1, 2, · · ·), and (X, A, μ) be the infinite product of {(Xk, Ak, μk)}, then (X, A, μ)
is called an n-valued logic measure space.

Definition 2.3. (Wang and Li [9]). Suppose that A ∈ F (S) in �Ln, n ≥ 2, define

τn(A) =
n−1∑

i=0

i

n − 1
μ([A] i

n−1
) =

n−1∑

i=1

i

n − 1
μ([A] i

n−1
),

where [A] i
n−1

is the class of i
n−1 -models of A, i.e.,

[A] i
n−1

= {−→v ∈ L∞
n | −→v = ϕ(v), v(A) =

i

n − 1
, v ∈ Ωn}, i = 0, 1, · · · , n − 1.

Then τn(A) is called the n-valued satisfiability degree of A in �Ln.

Lemma 2.4. Suppose that A and B are formulas in �Ln, n ≥ 2, then

(i) A is a tautology iff τn(A) = 1,
(ii) A is a contradiction iff τn(A) = 0,
(iii) τn(¬A) = 1 − τn(A),
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(iv) If �n A → B holds, then τn(A) ≤ τn(B),
(v) If A and B are logically equivalent then τn(A) = τn(B).
(vi) Define

ρn(A, B) = 1 − τn((A → B) ∧ (B → A)), A, B ∈ F (S).

Then it is easy to check that ρn(A, B) is a pseudo-metric on F (S).

3 Consistency Degrees of Theories Based on Deduction
Theorems in �Ln

As space is limited, we only list the main theorems in the following. Some
explanations and the proofs are also omitted here.

Definition 3.1. Suppose that Γ is a theory of �Ln, n ≥ 2, 2(Γ ) is the set of all
finite subsets of Γ, Σ = {A1, · · · , Am} ∈ 2(Γ ). Let

Σn → 0̄ =
{

An−1
1 & · · ·&An−1

m → 0̄, m > 0,
0̄, m = 0,

and define
μn(Γ ) = sup{τn(Σn → 0̄) | Σ ∈ 2(Γ )}.

Then μn(Γ ) is called the degree of entailment of 0̄ from Γ , or say, 0̄ is a conse-
quence of Γ in the degree μn(Γ ).

The calculation of μn(Γ ) can be simplified as follows:

Theorem 3.2. Suppose that Γ is a theory of �Ln, n ≥ 2, then

μn(Γ ) = 1 − inf{τn(An−1
1 & · · ·&An−1

m ) | A1, · · · , Am ∈ Γ, m ∈ N}.

Example 3.3. Calculate μn(Γ ) for (i) Γ = ∅, (ii) Γ = {p}, where p is a propo-
sitional variable, (iii) Γ = S = {p1, p2, · · ·}.

Solution. (i) μn(Γ ) = 0; (ii) μn(Γ ) = 1 − 1
n ; (iii) μn(S) = 1.

Theorem 3.4. Let Γ be a theory of �Ln, n ≥ 2. If Γ is inconsistent then
μn(Γ ) = 1, but not vice visa.

Definition 3.5. Suppose that Γ is a theory of �Ln, n ≥ 2, define

in(Γ ) = max{[τn(Σn → 0̄)] | Σ ∈ 2[Γ ]},

and in(Γ ) is called the polar index of Γ in �Ln, where Σn → 0̄ is defined as in
Definition 3.1.
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Theorem 3.6. Suppose that Γ is a theory of �Ln, n ≥ 2, then

(i) Γ is consistent iff in(Γ ) = 0,
(ii) Γ is inconsistent iff in(Γ ) = 1.

Definition 3.7. Suppose that Γ is a theory of �Ln, n ≥ 2, define

consistn(Γ ) = 1 − 1
2
μn(Γ )(1 + in(Γ ))

and call consistn(Γ ) the consistency degree of Γ in �Ln.

Theorem 3.8. Suppose that Γ is a theory of �Ln, n ≥ 2, then

(i) Γ is completely consistent, i.e., all members of D(Γ ) are tautologies, iff
consistn(Γ ) = 1,

(ii) Γ is consistent iff 1
2 ≤ consistn(Γ ) ≤ 1,

(iii) Γ is consistent and μn(Γ ) = 1 iff consistn(Γ ) = 1
2 ,

(iv) Γ is inconsistent iff consistn(Γ ) = 0.

4 Methods of Graded Reasoning in �Ln

Definition 3.1 indeed offers a method to measure the extent to which the contra-
diction 0 is a consequence of a theory Γ . If we replace 0 with a general formula
A then we get a method to measure the extent to which the formula A is a
consequence of a given theory Γ . Moreover, the pseudo-metric ρn defined in
Lemma 2.4 induces naturally another method of graded reasoning in �Ln by eval-
uating the distance of A to the deductive closure of Γ . It is of interest to prove
that these two seeming completely different methods are equivalent. Based on
the concept of Hausdorff distance on a nonempty set, we can introduce a third
method of graded reasoning in this logic. As space is limited, all these issues are
omitted here. We will add this part when presenting our talk at the conference.
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Summary. Several Web-based learning systems are currently available. Nevertheless,
most existing e-learning platforms lack efficient adaptivity to learner needs. Moreover,
adaptive system development is quite costly. Evaluation of these systems and assess-
ment of adaptation components may enable identifying failures and improving them,
in one hand, and exchanging successful adaptive components, in the other hand.

Adaptive behaviour is strongly determined by functional requirements available to
the application domain. In Web-based system, granular functions are increasingly pro-
vided by Web services. First, in this paper we focus on measurement criteria related to
both adaptive functions and related Web services. Second, Case-Based Reasoning are
adopted in order to capitalize evaluation results, learn from past experiences and reuse
successful patterns.

Keywords: Evaluation,adaptive learning systems, measurement, functional require-
ments, Web services, CBR.

1 Introduction

Web-based learning is an emergent area. Space and time flexibility encourage
strongly stakeholders to adopt this technology. Currently, learners are increas-
ingly interested to educational systems that fit their changing and disparate
needs. Nevertheless, most e-learning platforms lack adaptivity [4]. Many re-
searches advocate the high cost of adaptive systems development as a critical
rationale of adaptivity deficiency [6][7]. Consequently, interoperability between
adaptive Web-based educational system and reuse of successful adaptive func-
tional components is widely necessary.

A measurement centred-evaluation of these systems is a key issue for iden-
tifying failures and improving them, in one hand, and reusing successful adap-
tive patterns, in the other hand. Service Oriented Approaches (SOA) enhance
e-learning flexibility. Accordingly, they are recommended by numerous e-learning
organizations such as DEST (Australia), JISC-CETIS (UK), IC (Canada), ADL

K.M. W↪egrzyn-Wolska and P.S. Szczepaniak (Eds.): Adv. in Intel. Web, ASC 43, pp. 392–397, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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(US) [8] and they are mainly based on Web Services. Adaptive educational sys-
tem can be decomposed to a set of autonomous functional components delivered
by Web Services.

Evaluating the adaptation performance from a functional dimension necessi-
tate to consider specific measurement criteria. Expert and real users are involved
in the evaluation process. In order to deal with judgment uncertainty in both
measurement and interpretation steps, we propose to capitalize from past evalu-
ation results. Data-mining techniques such as Case Based Reasoning (CBR) can
bring much benefit to supports measurement assessment and enhances decision
making.

In this paper we propose a measurement centred evaluation approach. This re-
search is twofold goal. First, we focus on adaptive functional dimension measures
based on learning Web Services. Second, on the basis of these measurements, past
evaluation experiences are characterized and capitalized by means of CBR ap-
proach. In the following section, we describe the inter-relation between learning
Web Services and adaptation components.

2 Learning Web Services in Adaptive Context

SOA are being increasingly integrated into e-learning field. Several e-learning sys-
tems based on Web services technology are currently available such as UbiLearn,
dotLRN, Moodle, Blackboard, WebCT, etc. Behaviours contained in adaptive
learning systems are fully or partially exposed as services. In 2004, JISC proposes
the ELF framework which is extended afterwards by IC, DEST, and LSAL. ELF
supplies a list of functions that can be provided as services, in e-learning applica-
tions. Nevertheless, learners are asking for more and more personalized services.
Consequently, adaptation issue is becoming essential in Web-based learning sys-
tems. Evaluation of adaptive learning systems measure adaptation performance
and assess at which extent functionalities delivered to the users fits their needs.

Fig. 1. Components interaction in Service based adaptive learning system
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Most of recent adaptive systems are based on AHAM model (Adaptive Hyper-
media Application Model) [5]. In our work we focus on adaptive Web based
educational system adopting AHAM principles. Inter-relations between different
adaptive learning systems components based on ELF framework are illustrated
in 1.

Adaptive functionalities measures are needed to assess adaptation behaviour
provided by personalized learning services. AHAM components generate adap-
tive presentation specifications. In the following section, we focus on the mea-
surement dimension related to the evaluation of adaptive Web-based learning
systems.

3 Measurement Focus in Adaptive Web-Based Learning
Systems

Measurement-centered evaluation framework provides an objective basis to as-
sess adaptivity in Web based learning system, indicating their strengths and
shortcomings. Measures of software internal attributes have been extensively
used to help software managers, customers and users to characterize, assess, and
improve the quality of software products [2]. One of our current concerns is to
measure adaptive functional requirement in order to help evaluators to under-
stand at which extent internal adaptation attributes fit user needs.

David Chin proposes the following measures to be considered in adaptive
system evaluation [3]:

• Frequency of certain behaviors,
• Qualities of a behavior in a particular situation,
• Number of errors,
• Error rate,
• Time to complete a task,
• Proportion/qualities of tasks achieved,
• Interaction patterns,
• Learning time/rate.

We propose to relate these measures to Web services that are behind adap-
tive functionalities delivered to the learner. Moreover, we consider the following
measurement criteria as fundamental in our measured evaluation framework:

1. Responsiveness: describes timeliness of proposed functions and Web services
behind them.

2. Appropriateness & acceptance: deal with the quality of experience of learner
with the delivered function.

3. Availability: describes the accessibility to the needed functionalities and the
related Web services.

Decisions are taken to face possible failures expressed by measurement criteria.
Experts and users are both implicated in the evaluation process. Nevertheless,
in many cases the decision makers could be uncertain, due to the complexity
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of the decision environment and to information or knowledge lacking. In order
to reinforce decision making, we suggest to consider past evaluation experiences
and to capitalize from past evaluation results. Case-Based Reasoning (CBR) is
being widely adopted in various domains. In our research, we aim to use this
approach to support assessment process, in one side, and to estimate failures
origins, in the other side.

4 Adaptive Learning System Evaluation Based on CBR
Approach

CBR is based on knowledge reuse and past experience capitalization to solve
problems. As described in [1], a new problem is solved by finding a similar
past case, and reusing it in the new problem situation. Past experiences are
stored in a Case Base. One case is composed by both problem situation and
past experienced solution. A new solution is obtained by comparison between
new situations and past cases. In the following section, we describe a learning
situation in an adaptive Web-based context.

Measures characterize the learning situation. One situation is related to one
session launched by a learner. It is described first by user model state which re-
flects the learner knowledge about concepts of the application domain. Adaptive
Web-based system presents functionalities fitting user needs. In SOA context,
each function corresponds to a set of orchestrated Web Services. 2 illustrates
UML class diagram describing adaptive learning situation.

Different learning scenarios are possible. Measurement criteria characterize
each specific situation and reflect the validity of delivered functionalities adap-
tation. Solutions to resolve possible failures are proposed. Adjustments results
are stored as a new case in the CBR system.

Currently, we are implementing an automated case creation tool. Informa-
tion from the current state of the user model, the delivered functionalities and
related Web services are stored automatically in the Case Base. Nevertheless,

Fig. 2. Adaptive learning situation
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measurement criteria which deal with user quality of experience are assigned by
both learner and expert. This CBR project aims to develop a system that is able
to create cases using a mostly automated process, and to develop a Java-based
case-based reasoning engine that can be integrated to any adaptive web-based
educational system. The cases capture the adaptation performance expertise of
learning system and best adjustment practices that can be reused in similar
situation.

Nevertheless, a set of factors can compromise the validity of measurement
adopted in the evaluation such as data contamination or a non-sufficient number
of users. Currently, we are testing this tool by our lab students. Measures and
evaluation results are stored in the case base. An important number of cases are
needed to allow an effective knowledge capitalization.

5 Conclusion and Future Work

This paper has introduced a measurement centred-evaluation approach for adap-
tive web-based learning system. It focuses on functional adaptation measurement
issue. Currently Web services are increasingly adopted in e-learning applications.
This technology enables using functions that are distributed around the Web and
facilitate interoperability across learning systems. Evaluation of these systems
aims to identify failures and to reuse successful adaptive patterns.

Evaluation is mostly based on learner and expert decisions. In order to
deal with decision uncertainty, we propose to reinforce the evaluation process
by adopting Case-Based Reasoning. Adaptive learning situations are stored in
the Case Base. Measures related to delivered functionalities and to Web ser-
vices behind them, characterize each situation. CBR allows learning from past
evaluation experiences and enhances assessment decision making in the current
evaluation. Currently, we are conducting several experiments using manually or
semi-manually case stored. Finally, we are studying the integration of automated
and real-time case creation in adaptive e-learning environment.
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